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Abstract

To date, most research on multiagent systems has focused on rational utility-

maximizing agents. However, theories show that emotions have a strong effect on

human’s physical states, motivations, beliefs, and desires. The details have not been

explicated clearly so far. In artificial intelligence, emotions have begun to receive

more attention, but mostly in human-robot/computer interaction. The research on

applying emotions to agents’ decision-making is still very limited.

Can agents be intelligent without emotions? We believe that, whether for human-

like or non-human-like agents, the effect of emotions on decision-making cannot be

ignored, since agents with high emotional quotients (EQs) can be built to have better

performance in complex dynamic environments than purely rational agents.

This research focuses on the effects of emotions on decision-making. Taking into

account the incompleteness of emotion theories and emotional differences among indi-

viduals, I describe EBDI, a common architecture for emotional agents, which specifies

a separate emotion mechanism within an agent, instead of trying to model emotion

mechanisms to reflect the reasoning process specifically, like most researchers have

done. It reflects the practical reasoning process, and one can select and apply part

of an emotion theory into the architecture as needed. Sample agents in Tileworld

are presented and the results show that an EBDI agent can have better performance

than traditional BDI agents.

To apply EBDI in negotiation, a plug-in is designed, which modifies the OCC

model, a standard model for emotion synthesis, to generate emotions. Considering
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the possibility of incorporating emotions into negotiation, I generate EWOD (Emo-

tional Worth-Oriented Domain), which requires numerical emotions. Thus, a mapping

from 22 OCC emotions to 3-dimension numerical PAD emotions is given. Finally, I

describe how PAD emotions affect the negotiation strategy and provide an evaluation

which shows that it can be used to implement emotional agents that mimic human

emotions during negotiation. Thus we can design high EQ agents for negotiation ac-

cording to specific design purposes. Since negotiation is used widely in many different

domains, this research, based on a general process of negotiation, can also be widely

applied to other areas.
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Chapter 1

Introduction

Most of the great classical philosophers, such as Plato [2], Aristotle [123], Spinoza

[34], Descartes [37], Hobbes [136], and Hume [138], had recognizable theories of emo-

tion. Though many philosophers of mind and psychologists in the twentieth-century

have tended to neglect them, in recent years emotions have once again become the

focus of vigorous interest in philosophy, as well as in other branches of cognitive sci-

ence [32]. Theories and research show that emotions have a relationship to bodily

states, motivations, beliefs, and desires.

Meanwhile, traditionally, most of the research into agents has focused on the de-

velopment of rational utility-maximizing agents. This research assumes that decisions

derive from an analysis of the future outcomes of various options and alternatives.

Thus, following questions come out:

• Do agents need emotions? Or can agents be intelligent without emotions?

• Is it possible to incorporate emotions into agents?

• How to incorporate emotions into agents?

• Is it possible to build high EQ (emotional quotients) agents which have better

performance than rational agents?

1



Around above questions, I describe the motivation and overview of my dissertation

as follows.

1.1 Motivation

Since Wright [184] and Picard [135] placed emotion into computational theory,

emotions have received increasing attention in several AI-related fields, however most

prominently in human-robot/computer interaction, which focus on how to express or

sense emotions. The influence of emotions on decision-making is largely ignored. Re-

cently, there are a few projects working on commonsense reasoning, however research

on applying emotions to agents’ decision making is still very limited.

This is technically reasonable. The difficulties involve follows:

• The emotion theory is not complete. As in [43], Ekman reveals the central issues

in emotion research and theory in the words of many of the leading scientists

working in the field today. Davidson [29] gives a comprehensive road-map to the

burgeoning area of affective sciences, and brings together the various strands of

inquiry and the latest research in the scientific study of the relationship between

the mechanisms of the brain and the psychology of mind. Thus, emotion theory

still has some room for development and to build an emotion model to reflect

above relationship completely is impossible so far.

• The detailed relationship between emotions and reasoning process is complex

and difficult to represent in a simple model. Though emotion theories show

that emotions do have some relation to bodily states, motivation, beliefs and

desires, the details of the relationships are still not very clear. There are many

researchers trying to model emotions, to show how emotions could affect hu-

man’s behavior, and how environment changes could affect human’s emotions.

However, there is no standard emotion model to represent such relationships.
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• The effects of emotions on human behavior differ individually. For example, one

may be timid and another bold. One may be prone to attacks of rage, another

peaceable.

On the other hand, to model emotions’ effects on decision making or reasoning

is important. If we hope to build agents that behave like humans then we must

incorporate emotions into our design. As well as expressing or sensing emotions,

the internal mechanism of emotions should also be considered, which is the core and

involves how emotions affect the decision-making and how emotions are updated.

Also, perfectly rational agents make decision based only on the information that

directly related to their intention or goal. As described in Figure 1.1, a behavior is

rational generally because there is some relation between the reason and the behavior.

If there is no direct relation between the reasons and the behavior, we think the

behavior is not rational, so we might describe it as an emotional behavior. Thus, if

there is no direct relation between the reasons and the behavior, such reasons are

often ignored by rational agent, since it is not rational. However, humans are not

perfectly rational and often let their emotions, even those unrelated to the current

situation, affect their decisions. Emotional behaviors are different from rational ones,

but they are not in complete conflict. By adding emotions between the behavior and

the unrelated reason, many things become easy to explain. For example, suppose an

agent A gets a gift from a friend B today that makes him very happy. When people

are in a happy mood they are more willing to help others. C asks A for help. Usually

A rejects C, but today A gives C the help that C requests. There is no direct relation

between the fact that A gets a gift from B and that A helps C, but by adding emotions

we can explain it. Usually the effect of emotions is rational, in other words, there is

often a reason why people are happy or sad. On the other hand, from emotion to

behavior, there are also some rules to follow.

Emotions do have some effect on people’s behavior. However, these effects are
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Figure 1.1: Rational and Emotional Behaviors Description

usually ignored in multiagent system. Correspondingly, some features which seems

not directly related are also ignored. For some important features sometime people

try hard to set up kind of complex relation to make it rational. By adding emotions

in, we can ignore the relations set-up for some not directly related features, but still

count the part of affection in.

Meanwhile, can agents be intelligent without emotions? We believe that, even

if we do not want to build human-like agents, the affect of emotions on decision-

making still can not be ignored. As mentioned in some neurological studies, patients

with brain lesions that prevent them from processing emotions also have trouble to

make decision. So, emotions can help decision-making. For example, emotions can

be helpful as they serve as an efficient way to prioritize an agent’s multiple goals. In

this way they can reduce the computational load of an otherwise rational agent.

Therefore, it is possible to build high EQ agents which have better performance

in complex dynamic environment than regular rational agents.
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1.2 Overview

In the dissertation, first the related research background is given in Chapter 2.

Among it, the emotion theories are outlined first as in Section 2.1. Then Section 2.2

gives a survey of the current research involving applying emotion theories in AI area,

and the main research directions are listed. Next, the applied problem domain —

negotiation — is described in Section 2.3.

As discussed in above chapter, emotions are as important to AI as to human

beings, and research is needed especially to model emotions’ effects on decision making

or reasoning. Recently, the “Architectures for Commonsense Reasoning” project at

the MIT Media Lab and the “Reasoning and Cognition” project at The University of

Birmingham School of Computer Science have focused on the relationship of emotions

and reasoning, though this kind of research is still very limited.

Our research focuses on emotions’ effects on decision-making as well. However, we

address the same problem domain differently. Taking into account the incompleteness

of current emotion theories and emotional differences among individual persons, here

I model EBDI, a common architecture for agents with emotion status, which specifies

a separate emotion mechanism within an agent, instead of trying to model emotion

mechanisms to reflect the reasoning process specifically, like most researchers have

done. As described in Chapter 3, this common architecture can reflect the practical

reasoning process, and incorporate specific emotion models and change a traditional

rational agent to an emotional agent for some specific application. Thus, we can then

select and apply part of an emotion theory into the architecture as needed.

Therefore, this common architecture for agent has following features:

• It contains emotion status, the description method of which is not limited. That

is, how to represent the emotion status depends on the specific application. For

example, for negotiation, we need a numerical measurement for emotion status,
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since agents negotiate base on some utility function, the result of which is a

number; for some other application, we may use first-order logic, multidimen-

sional logic [59], or others.

• It contains the function of emotion update mechanism, and involves emotion

in decision process. The function for emotion update mechanism should keep

some flexibility such that we can apply part of emotion theory in it according

to specific purpose. Since emotion is not only the interest of computer science,

it is also interest of philosophy, cognitive science, neuroscience and behavioral

economics, all the research results are helpful in building agents. This common

architecture is expected to be flexible enough to involve any old or new research

result in. On the other hands, the agents may differ and purposes are differ,

so we do not have to model agent that applies a complete emotion mechanism,

which is complex and may not exist so far. Thus, we desire this common

architecture can apply some emotion mechanism, the details of which we do

not care.

• It reflects the practical decision process of human being. This is important,

since the practical decision process in human being is natural, harmonious and

efficient.

• It is practically applicable. Or, we need to put it to work instead of a concept

only. So Sample agents in Tileworld are given, and the results show that an

EBDI agent can have better performance than traditional BDI agents. Fur-

thermore, we need to apply this common architecture of agent to some specific

problem domain, and define method to record emotion status, and apply emo-

tion theories to update emotion and affect decision process. It will be better to

apply it in different domains, and apply different emotion mechanisms. How-

ever, in the dissertation, we only apply it to negotiation, and other applications
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can be in the future work.

• It is compatible with currently widely used agent architecture. For traditional

rational agents, there are already widely accepted theories and successful ap-

plications. Here, we do not intend to rebuild a complete new emotional agent,

instead, we hope it is compatible with those theories for rational agents. Thus,

the new emotional agent will be partially rational and partially emotional, just

like us human beings. However, we can adjust the weight of the rational part

or emotional part according to specific needs.

Then I apply this model in the domain of negotiation, which has been a subject

of central interest in DAI (Distributed Artificial Intelligence) and multi-agent area,

as it has been in economics and political science, and has wide applications. The

negotiating procedures have included the exchange of Partial Global Plans [40, 41],

the communication of information intended to alter other agents’ goals [167, 168], and

the use of incremental suggestions leading to joint plans of action [83]. So, this domain

need us to handle multi-level issues, among them, reasoning process is a key issue,

agents may have different strategies, they try to affect others and also be affected by

others. The main concerns here are:

• During the negotiation process, each agent has its own strategy, which involves

reasoning and decision making process;

• Since each agent may have different strategy, we can then design agent with

different strategy, some with emotion status, some without emotions, such that

we can compare the behaver of the agents with or without emotions;

• Negotiation involves communication process. If we can apply the model of

emotional agent to negotiation, then it has big possibility to apply it to other

issues in multiagent system.
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To apply this architecture in negotiation, I first design a plug-in for EBDI ar-

chitecture, which modifies OCC model, a standard model for emotion synthesis, to

generate emotions, as in Chapter 4. This chapter solves the problem that how an

agent generates emotions and how the emotions are updated. Then I analyze the

possibility to incorporate emotions into negotiation and generate EWOD (Emotional

Worth-Oriented Domain), which require emotions to be numerical. It is described in

Chapter 5. Thus, a mapping from 22 OCC emotions to 3-dimension numerical PAD

emotions is given in Chapter 6. Finally, how these 3-dimension emotions affect the

negotiation strategy is described and an evaluation is given as in Chapter 7, which

solves the problem how the different emotion status affect the decision result during

the negotiation process. It also shows that it can be used to implement agents with

various emotional states that mimic human emotions during negotiation. Thus we

can potentially design an agent for negotiation with a high EQ agent according to

specific applications and purposes. Since negotiation is already used widely to solve

many problems in different domains, and this research is based on a general process

of negotiation, the research results can also be widely used in other areas.
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Chapter 2

Related Research Background

2.1 Emotion Theories

2.1.1 History

From ancient, medieval history and renaissance, there are many classical philoso-

phers had recognizable theories of emotion. For Plato in the Republic [2], there

seemed to have been three basic components of the human mind: the reasoning,

the desiring, and the emotive parts. Aristotle [150] describe emotions as first and

foremost responses found in the embodied animal to the outside world, which are

largely passive states, located within a general metaphysical landscape contrasting

active and passive, form and matter, and actuality and potentiality. Compared with

Aristotle’s moderation, the Stoics seem pretty intolerant of the emotion, stressing

their cognitive, eudaimonistic, and moral failings, while recommending their elimina-

tion. Stoic doctrines were largely transmitted to early modern philosophers through

the writings of Cicero and Seneca [151]. Galen [55] adopted many Stoic physical,

metaphysical, epistemological and ethical views on the Pathe. But he also drew off

an independent Hippocratic tradition for treating the humors and the physiology of

the emotions and produced an influential account of the “spirits.” Although the emo-

tions were not a central topic for the Epicureans, the presentation of their views on
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pleasure and the good life through Diogenes Laertes [88], Lucretius [161], and even

such critics as Cicero [23] were important enough to early modern philosophers. On

Augustine’s view [7], the will is active, identified as a “movement of the soul, under

no compulsion, either toward getting or not losing something” and the will simply

incorporates the passions into its attractive, hedonistic operations. For Aquinas [75],

passions are acts, or movements, of the sensitive appetitive power, which are caused

by external objects; passions of the soul can also be identified with certain bodily

changes, including contraction or expansion of the “spirits,” changes in the distri-

bution of bodily temperature, and particularly alterations in the movements of the

heart. Niccoló Machiavelli [96] take a different approach in considering how to char-

acterize humans, particularly geographically specific groups of humans, in terms of

their emotional dispositions and the patterns of behavior so motivated. Justus Lip-

sius [155] adopted a typically Stoic approach to the passions and “affects”, identifying

them as false opinions that we “must never stop attempting to conquer”. Later on,

scholars start to treat emotions systematically, such as Francesco Suarez [151].

Early modern discussions of the emotions are deeply indebted to earlier sources,

though, which were also soundly rejected by some of the most famous philosophers,

starting with Descartes [150]. For example, certain of Stoicism’s doctrines were

explicitly criticized, including the view that the passions are erroneous judgments.

Descartes [37] established that emotions were due to the overall nature of the charac-

ter of the individual – called Cartesian affect theory. Other main individual Philoso-

phers during this period are Hobbes, Malebranche, Spinoza, Shaftesbury, Hutcheson

and Hume. Hobbes [136] explains emotions or “passions”, as appetites or aversions of

particular things. Malebranche [97] identifies seven moments that together make up

the structure of the passions: judgment, impulse of the will, accompanying sensation,

some bodily changes, a sensible “emotion” of the soul, some disturbances in the brain,

and inner delight. He also believes that the communication of the emotions is crucial
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to social organization and cohesion. For Spinoza [34, 33], emotions are not lodged

in a separate body in conflict with the soul, since soul and body are aspects of a

single reality; but emotions, as affections of the soul, make the difference between the

best and the worst lives, as they either increase the soul’s power to act, or diminish

that power. [150] Shaftesbury and Hutcheson’s practical concerns with the emotions

focused on distinct questions of moral philosophy. [62] Hume’s notorious dictum that

reason is and ought to be the slave of the passions also placed the emotions at the

very center of character and agency.

In the twentieth-century, many of the philosophers and psychologists tended to

neglect emotions – perhaps because the sheer variety of phenomena covered by the

word “emotion” and its closest neighbors tends to discourage tidy theory. In recent

years, emotions have once again become the focus of vigorous interest in philosophy

as well as in other branches of cognitive science. In view of the proliferation of

increasingly fruitful exchanges between research of different stripes, it is no longer

useful to speak of the philosophy of emotion in isolation from the approaches of other

disciplines, particularly psychology, neurology and evolutionary biology [32].

2.1.2 What is Emotion?

Emotion is complex, and the term has no single universally accepted definition.

Kleinginna [77] mentions that there are as many as 92 different definitions in the litera-

ture. For example, emotions are described as conscious states [90], cognitive processes

[164], psychosocially constructed, dramatized feeling [101], or mental states that arise

spontaneously, rather than through conscious effort. Some other descriptions involve

adaptive dispositions, evaluative judgments, or even social facts or dynamical pro-

cesses [32]. Emotions are physical expressions, often involuntary, related to feelings,

perceptions or beliefs about elements, objects or relations between them, in reality or

in the imagination. Thus, the study of emotions is part of psychology, neuroscience,
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and, more recently, artificial intelligence.

The simplest theory of emotions, and perhaps the theory most representative of

common sense, is that emotions are simply a class of feelings, differentiated from sen-

sation and proprioception by their experienced quality. William James [69] proposed

a variant of this view – the “James-Lange” (after James and Carl G. Lange) theory

of emotion, according to which emotions are specifically feelings caused by changes

in physiological conditions relating to the autonomic and motor functions. However,

James did not give an adequate account of the differences between emotions, which

was first voiced by Walter Cannon [20]. Cannon claimed that the visceral reactions

characteristic of distinct emotions such as fear and anger are identical, and so these

reactions cannot be what allow us to tell emotions apart. The same conclusion is usu-

ally drawn from an oft-cited experiment performed by Stanley Schacter and Jerome

Singer [148]. Subsequent research has shown that a limited number of emotions do

have significantly different bodily profiles [91, 130]. However, bodily changes and

the feelings accompanying these changes get us only part way toward an adequate

taxonomy. Rorty [140] believes that every emotion has a formal object if it has any

object, which is a property implicitly ascribed by the emotion to its target, focus

or propositional object, in virtue of which the emotion can be seen as intelligible.

Antonio Damasio [28] points out that emotions involves a capacity for the brain to

monitor the body’s past and hypothetical responses, both in the autonomic and the

voluntary systems. While, it falls short of fully explicating the intentional nature of

emotion.

The most parsimonious type of cognitivist theory [165, 120, 121] follows the Stoics

in identifying emotions with judgments. For example, my anger at someone simply

is the judgment that I have been wronged by that person. Other cognitivist the-

ories introduce further elements into their analysis. Emotions have been described

as sets of beliefs and desires [99], affect-laden judgments [95], and as complexes of
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beliefs, desires, and feelings [122]. Deigh [36] has objected that the view of emotions

as propositional attitudes has the effect of excluding animals and infants lacking lan-

guage. Others have argued that if emotions always involve the standard propositional

attitudes, namely belief and desire, then an account of the rationality of emotions will

collapse into an account of what it is for those standard propositional attitudes to

be rational: but emotional rationality is not reducible to the rationality of beliefs or

desires [31, 45, 61]. Furthermore, several theorists insist that experiences of emotion

have content beyond any propositional content [61, 182].

A crucial mandate of cognitivist theories is to avert the charge that emotions are

merely “subjective.” According to [165], emotions may mislead us into “hasty” or

“emotional” judgments. On the other hand, the lack of perceptual capacities can

be a crippling handicap in one’s attempt to negotiate the world: similarly a lack of

adequate emotional responses can hinder our attempts to view the world correctly

and act correctly in it [121].

To secure the connection between emotion and cognition, some take the view that

emotions are a kind of perception. While de Sousa [31] and Rorty [140] take another

way and view the role of emotions as providing the framework for cognitions of the

more conventional kind. Some philosophers suggest that the directive power which

emotions exert over perception is partly a function of their essentially dramatic or

narrative structure [141].

So as the subject of scientific research, emotion has multiple dimensions: behav-

ioral, physiological, subjective, and cognitive. Sloman and others explain that the

need to face a changing and unpredictable world makes emotions necessary for any

intelligent system (natural or artificial) with multiple motives and limited capacities

and resources [164].
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2.1.3 Emotions and Reasoning

Current research on the neural circuitry of emotion suggests that emotion makes up

an essential part of human decision-making, including long-term planning. Early in

Aristotle work, the Nichomachean Ethics [4] is concerned with the place of the emotion

within the economy of acting according to our habits and desires as moderated by

reason, whereas the Rhetoric [5] concerns the arousal and management of emotion

in the context of producing persuasion. In both cases, the emotions are treated as

susceptible to rational influence and voluntary action. So Aristotle’s assessment of the

emotions is mixed: they can be cultivated by reason and figure in the good life; they

can also disrupt our reason and action, and be used for nefarious ends. On Damasio’s

view [27], emotions are passions for reasoning, which makes the brain system to be

enmeshed in need of reasoning. However, emotion was sometimes regarded as the

antithesis of reason. This is reflected in common phrases like appeal to emotion or

your emotions have taken over. Emotions can be undesired to the individual feeling

them; he or she may wish to control but often cannot. Later on, some state that

there is no empirical support for any generalization suggesting the antithesis between

reason and emotion: indeed, anger or fear can often be thought of as a systematic

response to observed facts. In any case, it is clear that the relation between logic

and argument on the one hand and emotion on the other, is one which merits careful

study.

For rationality, the clearest notions associated are coherence and consistency in

the sphere of belief, and optimizing outcomes in the sphere of action. But these

notions are mainly critical ones, and they would be not suffice to guide an organism

toward any particular course of action by themselves. Because the number of goals

logically possible to posit at any particular time is virtually infinite; the number of

possible strategies that might be employed in pursuit of them is a lot; and moreover,

in considering possible strategies, the number of consequences of any one strategy
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is again infinite, so that unless some drastic pre-selection can be effected among the

alternatives their evaluation could never be completed. This gives rise to what is

known among cognitive scientists as the “Frame Problem” [103]: in deciding among

any range of possible actions, most of the consequences of each must be eliminated a

priori, i.e. without time being wasted on their consideration.

This may be due to our capacity for emotions, since emotions constitute one

of the chief mechanisms whereby attention is constrained and directed [102]. This

allows them to frame our decisions in two important ways. First, they define the

parameters taken into account in any particular deliberation. Second, in the process

of rational deliberation itself, they render salient only a tiny proportion of the available

alternatives and of the conceivably relevant facts. The suggestion relabeled as “Search

hypothesis of emotion”, has been criticized and elaborated by Evans [49], who argues

convincingly that it needs to be buttressed by a positive theory of what the emotional

mechanisms actually are which are capable of effecting this task.

In a more pervasive way, the capacity to experience emotion seems to be indispens-

able to the conduct of a rational life over time. Antonio Damasio [27] has amassed an

impressive body of neurological evidence suggesting that emotions do have this sort

of function in everyday reasoning. Subjects in his studies who, because of injuries

sustained to the prefrontal and somatosensory cortices of the brain, had a diminished

capacity to experience emotion, were severely hindered in their ability to make intel-

ligent practical decisions. In these ways, then, emotions would be all important to

rationality even if they could not themselves be deemed rational or irrational. Thus

can emotions themselves be assessed for their rationality? It is enough to note that

there is no logical reason why judgments of reasonableness or irrationality in relation

to emotions need be regarded as any more subjective than any other judgments of

rationality in human affairs [32]. Certain philosophers have argued that emotions are

more like actions [147, 165]. However, if this is true, and emotions are to some extent
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under our voluntary control, then emotions will also be assessable for their strategic

rationality. If a person is not aware that a substitution has taken place, then she will

be self-deceived about her emotions.

Then how one conceives of the nature of emotional rationality will depend on one’s

theory of what the emotions are. Cognitivist and appraisal theories will say that a

reasonable emotion is one whose constituent propositional attitudes or appraisals

are reasonable. Theories which take emotions to be perceptions of objective values

will claim that the target of an appropriate emotion possesses the value which the

emotion presents it as having. Narrative theories will consider an emotion appropriate

if its dramatic structure adequately resembles that of its eliciting situation. All these

suppose that the relevant notion of rationality is an epistemic one, and that what

appropriate emotions succeed in achieving is some sort of representational adequacy.

2.2 Emotions in AI

Over the last several years, emotions have received increasing attention in many

AI-related fields. Many concerns are mentioned when researchers take emotions into

agents. The main issues concerned are the following:

• Some researchers consider it necessary to incorporate human aspects such as

personality and emotion in order to make agents more engaging and believ-

able so that they can better play a role in various interactive systems involving

simulation [129]. Entertainment is one obvious application area for such sim-

ulation systems, another is education and training. For example, a simulator

that was able to realistically model emotional reactions of people could be used

in training programs for staff who need to be trained to deal with the public.

• Some people believe that emotions play a functional role in the behavior of

humans and animals, particularly behavior as part of complex social systems
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[172]. a successful modeling of emotion will enable us to come closer to the

goal of building software agents which approach humans in their flexibility and

ability to be adaptable and survive in complex, changing and unpredictable

environments. For example, as in systems the Woggles of Oz-world [12], emotion

modifies the physical behavior of agents: a happy agent moves faster, and more

bouncily, while a sad agent is slower and flatter in its movements.

• Emotions can effect an agent’s goals, hence affecting their actions. Emotional

effects on goals can be via reordering or re-prioritizing, existing goals, or by

introducing completely new goals. The goals’ success or failure can affect emo-

tional states. An agent which experiences a goal failure may feel unhappy while

one experiencing goal success may feel glad. Dyer [42] develops a comprehensive

lexicon of emotional states based on goal success and failure.

• Frijda [53] postulates emotions as processes which safeguard long-term persis-

tent goals or concerns of the agents, such as survival, a desire for stimulation

or a wish to avoid cold and damp.

• Toda [172] postulates emotions as processes which affect the rational system

of the agent, and which are based on basic urges: emergency urges, biological

urges, cognitive urges and social urges. Emotions are seen as varying in intensity

where the intensity level is an important factor in determining the effect on the

rational processing of the agent.

• Rational agents often are thought as self-interest, that is, they always want to

maximize their own wealth or other material goals. However, practically, people

may sometimes choose to spend their wealth to punish others who have harmed

them, reward those who have helped, or to make outcomes fairer [18].

• Damasio [27] finds that people with relatively minor emotional impairments
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have trouble making decisions and, when they do, they often make disastrous

ones. Other research shows that what appears to be deliberative decision mak-

ing may actually be driven by gut-level emotions or drives, then rationalized

as a thoughtful decision [176]. Bechara [13] also mentions that most theories

assume that decisions derive from an assessment of the future outcomes of var-

ious options and alternatives through some type of cost-benefit analysis. The

influence of emotions on decision-making is largely ignored. The studies of

decision-making in neurological patients who can no longer process emotional

information normally suggest that people make judgments not only by evalu-

ating the consequences and their probability of occurring, but also and even

sometimes primarily at a gut or emotional level.

Following sections will show details along three main research directions in this

area.

2.2.1 Affective Computing

The early interests of involving emotions in AI is triggered by Rosalind Picard’s

book – “Affective Computing” [135]. Its proponents believe computers should be

designed to recognize, express, and influence emotion in users. Though Picard is

known as the godmother of this field, the research in the computational theories

of emotion are started early in 1970’s, and it has been particularly attractive to

psychiatrists and psychoanalysts for a long time.

The computational theories were broached early by a couple of psychoanalysts

turned hackers Peterfreund [133], Shank and Colby [157] and played an important

role in the theoretical elaborations of John Bowlby’s work on the mechanisms and

psychological consequences of early separation and loss [15]. These works attempted

to model Freudian concepts of the dynamics of conscious and unconscious mental life

in computational terms. Colby even constructed a simulation of a paranoid patient,
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“Parry”, which famously fooled some psychiatrists. The key idea was to set up second-

order parameters that acted on the first-order modules of perception, belief and desire,

thus regulating or disrupting the operation of perceptual and action programs. From

the sidelines, de Sousa [31] suggested that connectionist systems or analog models

stand a better chance of modeling emotion than those based on classical von Neuman-

type digital computation, but that suggestion has not gone anywhere. From the point

of view of computational theory, the prevailing wind, backed by both evolutionary

speculation and neurological findings on control systems and relatively independent

affect-programs, has tended to favor modular conceptions of emotion rather than

holistic ones [22].

Still, some philosophers and computer scientists have continued to be interested

in integrating computing theory with emotions [32]. Aaron Sloman has elaborated

the sort of ideas that were embryonic in Shank and Colby into a more sophisticated

computational theory of the mind in which emotions are virtual machines, playing

a crucial role in a complex hierarchic architecture in which they control, monitor,

schedule and sometimes disrupt other control modules [184]. Rosalind Picard [135]

lays out the evidence for the view that computers will need emotions to be truly

intelligent, and in particular to interact intelligently with humans. She also adverts

to the role of emotions in evaluation and the pruning of search spaces. But she

is as much or more concerned to provide an emotional theory of computation than

to elaborate a computational theory of emotions. Lastly, a forthcoming book by

Marvin Minsky [115] bears the promising title of “The emotion machine”. Eliott [44],

Cãnamero [19], Marsella and Gratch [100] work on “computational models of human

emotion”, which typically are studied in simulations in artificial environments.
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2.2.2 Human-Robot/Computer Interaction

Though there are many research involving emotions in AI area, while most are

prominently in human-robot/computer interaction, where emotional receptiveness –

ability to perceive and interpret emotional expressions of others, and expressivity –

ability to express emotions in a way that can be perceived and interpreted by others,

are crucial [149]. The main focus in most of the employed agents is on the display of

emotions such as animated facial expressions and/or on their recognition such as in

speech signals.

Over the recent past, researchers have been particularly interested in endowing

artificial agents with emotional expressivity to improve their “believability” and to

make them more “life-like” [12, 66, 128]. Such believable virtual and robotic agents

and human-like synthetic characters are of particular interest, with applications rang-

ing from the entertainment industry, to training and tutoring systems [63, 158, 24],

as well as in the design of user-interfaces [124, 67, 169].

There is also an increasing number of examples of robotic agents that are based on

emotional control [113, 17, 6], most of which are intended for human-robot interaction.

2.2.3 Architectures and Commonsense Reasoning

While achieving believable emotion display and reliable emotion recognition are

important goals in the context of designing virtual and robotic agents for human

- robot/computer interaction, the more general question about what possible roles

emotions could have in an agent architecture and in what circumstances they might

be useful for the control of agents and possibly even better than other, non-emotional

control mechanisms, has received very little attention. However, it becomes more and

more important.

Actually, from very early on, architectures with emotional components have been

proposed for simple and complex agents [171, 160, 42], and several others. Pfeifer
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[134] has a discussion of the early models, which highlights how the essential issues

have not really changed in the past 15 years.

Padgham [129] believes that emotions and personality interact with goal-oriented

behavior and describes some simplifications to build an initial interactive environ-

ment for experimentation with animated agents that simulate personality alongside

rational goal-oriented behavior. Morgado [117] presents an agent model where emo-

tion and cognition are conceived as two integrated aspects of intelligent behavior.

They show affective-emotional mechanisms that support the adaptation to chang-

ing environments and a controlled use of resources. Meyer [112] extends the KARO

(Knowledge, Abilities, Results and Opportunities) framework – supplies a range of

expressive modal logics for describing the behavior of intelligent agents [68], and use

logic in reasoning about the emotional or affective states that an agent can reside in.

The MIT Media Lab is developing a theory about the architecture of commonsense

thinking. The design is described most fully in Marvin Minsky’s forthcoming book

The Emotion Machine [115], where an emotional state is looked as a different way

of thinking. The related projects about the architecture of commonsense thinking

include:

• Architectures for Common Sense Reasoning: It is try to solve problem about

how to build reasoning system as resourceful and adaptive as people, and focus

on developing new types of reasoning technologies and cognitive architectures

that support great procedural and representational diversity.

• The Panalogy Reasoning Engine: It is developed to be one instance of the

Emotion Machine Architecture that places a special emphasize on reflective

analogical reasoning using multiple representations [163].

• Reasoning and Cognition Project at The University of Birmingham School of

Computer Science: It covers research on architectures for accounting for human
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mental states and processes as well as recreating them in computer programs.

It also includes research on automated reasoning with applications to mathe-

matical knowledge management and computer algebra, and try to investigate

whether the ability to have emotional states is an accident of animal evolution or

an inevitable consequence of design requirements and constraints by analyzing

architectures for human mental states and processes.

Juan D. Velásquez [174] in When Robots Weep: Emotional Memories and Deci-

sion - Making describes an agent architecture that integrates emotions, drives, and

behaviors, and that focuses on modeling some of the aspects of emotions as funda-

mental components within the process of decision-making. He also shows how the

mechanisms of primary emotions can be used as building blocks for the acquisition

of emotional memories that serve as biasing mechanisms during the process of mak-

ing decisions and selecting actions. The architecture has been implemented into an

object-oriented framework that has been successfully used to develop and control

several synthetic agents and which is currently being used as the control system for

an emotional pet robot. Pereira [132] presents a Emotional-BDI architecture in-

cluding internal representations for agent’s capabilities and resources. However, this

paper does not represent the difference between emotional agents and normal ratio-

nal agents. The capabilities and resources themselves are independent of emotions,

as such, they cannot reflect the relationship between emotions and beliefs or how

emotions influence agents’ decision making. Another related research is [131], which

enhance the standard BDI model using the OCC(Ortony, Clore, Collins) model of

emotion [125] in a framework that can support large numbers of combatants.
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2.3 Negotiation

Negotiation has been a subject of central interest in DAI (Distributed Artificial In-

telligence), as it has been in economics and political science [139]. As defined in [177],

negotiation is a process by which a joint decision is reached by two or more agents,

each trying to reach an individual goal or objective. The negotiating procedures have

included the exchange of Partial Global Plans [40, 41], the communication of infor-

mation intended to alter other agents’ goals [167, 168], and the use of incremental

suggestions leading to joint plans of action [83]. The agents in a negotiation face an

interesting problem [175]: They want to maximize their own utility but they also face

the risk of a break-down in negotiation, or expiration of a deadline for agreement.

Thus, each agent must decide whether the current deal is good enough or whether it

should ask for more and risk agreement failure.

We can use negotiations to resolve conflicts in a wide variety of multi-agent do-

mains [70], such as conflicts over the usage of joint resources or task assignment,

conflicts concerning document allocation in multi-server environments and conflicts

between a buyer and a seller in electronic commerce. Also, negotiation can be an effec-

tive method for finding the one global course of action which maximizes utility without

having to send all the local knowledge bases to a central location for consideration

in a problem where each agent has different local knowledge. As such, automated

negotiation provides a distributed method of aggregating distributed knowledge [30].

To build an autonomous agent which is capable of flexible and sophisticated ne-

gotiation, the main questions to be considered are [79]:

• What negotiation protocol will be used?

• What reasoning model, decision making procedures and strategies will the

agents employ?
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2.3.1 Negotiation Problems

Bargaining Problem

The bargaining problem [126, 127] is a specific version of the negotiation problem

that has been studied in game theory, which was first proposed in [118]. Formally, we

assume that each agent i has a utility function ui defined over the set of all possible

deals ∆.

ui : ∆→ <

And there is a special deal δ− which is the no-deal deal. Without loss of generality

we will assume that for all agents ui(δ
−) = 0 so that the agents will prefer no-deal

than accepting any deal with negative utility. The problem then is finding a protocol

f which will lead the agents to the best deal.

Task Allocation Problem

The task allocation problem is a common problem in multiagent system, which

wants to decide how to re-allocate a set of tasks among a set of agents [175]. Formally,

in this problem there is a set of task T , a set of agents, and a cost function

ci : s→ <

which tells us the cost that agent i incurs in carrying out tasks s ⊆ T . In some

simplified versions of the problem we assume that all agents share the same cost

function. The agents start out each one with a set of tasks such that all tasks are

distributed. We can think of this initial allocation as δ− since, if negotiations break

down then each agent is responsible for the tasks it was originally assigned. Similarly,

every allocation of tasks to agents is a possible deal δ where si(δ) is the set of tasks

allocated to i under deal δ. The problem we then face is how to design a negotiation
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protocol such that the agents can negotiate task re-allocations and arrive at a final

re-allocation of the tasks.

Complex Deal

Real world deals are known to be composed of many different items [175] such as

price, warranty, delivery time, color, etc. For example, two agents negotiating over

the purchase of a car will need to agree on the price to be paid, the color of the car,

the number of years in the warranty, the value of the tradein car, the type of financing

and interest rate provided, and many other possible parameters. These dimensions

could be used explicitly during the negotiation when, for example, an agent claims

that it cannot pay more than 5, 000 for the car or that it really likes red cars. These

dimensions inevitably lead to an explosion in the space of possible deals. Dynamic

strategy for a complex world also explores multiple dimensions of negotiation [178].

A land assembly, for example, illuminates how linked negotiations to acquire separate

parcels must be linked to a larger strategy.

More formally we define a multi-dimensional deal as composed of a set of multi-

dimensional deal variables x1, x2, ..., xn with domains D1, D2, ..., Dn, respectively. For

example, one variable could correspond to price and its domain could be all integer

numbers in the range 0 to 100. We can also re-define the agents utility functions so

that they explicitly deal with each variable. For example, instead of an opaque ui(δ),

we could have a more expressive:

ui(δ) = c1u
i
1(x1) + c2u

i
2(x2) + · · ·+ cnu

i
n(xn)

or some other combination of the individual variables. The negotiation problem

remains that of finding a deal that corresponds to a chosen solution concept, such as

the utilitarian deal or the Nash bargaining deal.
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2.3.2 Negotiation Approaches

Here, we will give a short survey of two main approaches to negotiations in the

social sciences and various negotiation approaches in Distributed Artificial Intelli-

gence (DAI). We will then demonstrate the application of one of the approaches to

multiagent systems, which we are interested in.

Negotiation Approaches in the Social Sciences

There are two main approaches to the development of theories relating to nego-

tiation in social sciences.

The first approach is the formal theory of bargaining, which is known as “Nash’s

Bargaining Problem” [94] or “Nash’s Model of Bargaining” [143], constituting a for-

mal, game-theoretic approach that provides clear analysis of various situations and

precise results concerning the strategy a negotiator should choose. Classic game the-

ory [118, 186, 65, 143, 94] talks about agents reaching “deals,” which are defined as

vectors of utilities. A bargaining problem is described as in previous section. Nash

[118, 119] shows that under some rational behavior and symmetry assumptions, play-

ers will reach an agreement on a deal that will be individual rational, pareto optimal,

and will maximize the product of the players’ utility. Zeuthen [186] considered the

two-players bargaining problem as a one-player decision process, and evaluated how

much risk each player would be willing to take when he decides not to concede. The

player who is least willing to risk will be the one who will make the next concession.

Harsanyi [65] showed that if both players use the Zeuthen strategy they will converge

to a Nash solution. Rubinstein and Osborne [144, 145, 126] discussed an alternative

approach about it as well. Above all, this approach can only be applied to situ-

ations satisfying very restricted assumptions. In particular, this approach assumes

that the agents are acting rationally, have large computation capabilities and follow

strict negotiation protocols.
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The second approach, comprises informal theories which attempt to identify pos-

sible general beneficial strategies for a negotiator. The works based on this approach

advise a negotiator how to behave in order to reach beneficial results in a negotia-

tion [139, 51, 38, 74, 73, 64]. These negotiation guides do not presuppose the strong

restrictions and assumptions presented in the game-theoretic models. They can be

used in domains where people interact with each other and with automated systems,

and situations where automated systems interact in environments without predefined

regulations. These informal models can serve as guides for the development of nego-

tiation heuristics [81] or as a basis for the development of a logical negotiation model

[82]. However, applying these methods to automated systems is more difficult than

using the first approach, since there are neither formal theories nor strategies that

can be used.

Other work includes [52, 98], which focuses on the organizational aspects of soci-

eties of agents, and [56, 57] by Gasser, which explored the social aspects of agent

knowledge and action in multiagent systems. Gasser’s approach exploits a pre-

designed social layer for multiagent system that, social mechanisms can dynamically

emerge and “communities of programs” can generate, modify and codify their own

local languages of interaction. It may be effective when agents are interacting in

unstructured domains, or in domains where their structure is continuously changing.

Negotiation Models in DAI

Negotiations were used in DAI both in Distributed Problem Solving (DPS) where

the agents are cooperative and in Multiagent Systems (MA) where the agents are

self-interested [79]. In DPS, much of the work focused on the implementation and

analysis of data fusion experiments, where systems of distributed sensors absorb and

interpret data, ultimately arriving at a group conclusion [39, 35, 87]. There are several

works using negotiation for distributed planning and distributed search for possible
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solutions for hard problems. For example, Conry [25] suggests multi-stage negotiation

to solve distributed constraint satisfaction problems when no central planner exists.

Moehlman and Lesser [116] use negotiation as a tool for distributed planning: each

agent has certain important constraints, and it tries to find a feasible solution using a

negotiation process. They applied this approach in the Phoenix fireman array. Lander

and Lesser [89, 26] use a negotiation search, which is a multi-stage negotiation as a

means of cooperation while searching and solving conflicts among the agents.

Rosenschein and Zlotkin [142] identified three distinct domains for the multiagent

environments, where negotiation is applicable and found a different strategy for each

domain:

1. Task-Oriented Domain: Finding ways in which agents can negotiate to come to

an agreement, and allocating their tasks in a way that is beneficial to everyone;

2. State-Oriented Domain: Finding actions which change the state of the “world”

and serve the agents’ goals;

3. Worth-Oriented Domain: Same as 2 above, but, in this domain, the decision is

taken according to the maximum utility the agents gain from the states.

Sycara [166] presented a model of negotiation that combines case-based reason-

ing and optimization of multi-attribute utilities, where agents try to influence the

goals and intentions of their opponents. Ephrati and Rosenschein [46, 47, 48] used

the Clarke Tax voting procedure as a consensus mechanism, in essence to avoid the

need for classical negotiation. Kraus [83, 85, 78] explored negotiation in which the

negotiation time itself is an issue. Kraus and Lehmann [81] developed an automated

Diplomacy player that negotiates and plays well in actual games against human play-

ers. Sierra et al. Sierra [159] present a model of negotiation for autonomous agents

to reach agreements about the provision of service by one agent to another. Their

model defines a range of strategies and tactics, distilled from intuition about good
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behavioral practice in human negotiation, that agents can employ to generate offers

and evaluate proposals. Zeng and Sycara [185] consider negotiation in a marketing

environment with a learning process in which the buyer and the seller update their

beliefs about the opponent’s reservation price 1 using the Bayesian rule. Sandholm

and Lesser [146] discuss issues arising in automated negotiation among self-interested

agents whose rationality is bounded by computational complexity, such as levels of

commitment.

2.3.3 Strategic Negotiation

The strategic-negotiation model [80, 79] is based on Rubinstein’s model of alter-

nating offers [144] and draws upon Rosenschein and Zlotkin’s worth-oriented domain

[142]. It has many applications, which includes negotiations about data allocation

[9], resource allocation, task distribution, pollution reduction and hostage release.

Formally, in the strategic model there are N agents, Agents = {A1, ..., AN}. The

agents need to reach an agreement on a given issue. It is assumed that the agents

can take actions in the negotiation only at certain times in the set T = 0, 1, 2... that

are determined in advance and are known to the agents. In each period t ∈ T of

the negotiation, if the negotiation has not terminated earlier, an agent whose turn it

is to make an offer at time t, will suggest a possible agreement (with respect to the

specific negotiation issue), and each of the other agents may either accept the offer

(choose Yes), reject it (choose No), or opt out of the negotiation (choose Opt). If an

offer is accepted by all the agents (i.e., all of them choose Yes), then the negotiation

ends, and this offer is implemented. If at least one of the agents opts out of the

1In microeconomics, the Reservation Price is the maximum price a buyer is willing to buy a good
or service, or the minimum price a seller is willing to sell a good or service. Reservation prices vary
for the buyer according to their disposable income, their desire for the good, and the prices of, and
their information about substitute goods.
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negotiation, then the negotiation ends and a conflictual outcome results. If no agent

has chosen “Opt,” but at least one of the agents has rejected the offer, the negotiation

proceeds to period t + 1, and the next agent makes a counteroffer, the other agents

respond, and so on. It assumes that an agent responding to an offer is not informed

of the other responses during the current negotiation period. This protocol is called

a simultaneous response protocol . j(t) will denote the agent that makes an offer at

time period t.

There are no rules which bind the agents to any specific strategy in the strategic-

negotiation model . Thus there are no assumptions about the offers the agents make

during the negotiation. In particular, the agents are not bound to any previous offers

that have been made. After an offer is rejected, an agent whose turn it is to suggest a

new offer can decide whether to make the same offer again, or to propose a new offer.

The protocol only provides a framework for the negotiation process and specifies the

termination condition, but there is no limit on the number of periods.

A fair and reasonable method for deciding on the order in which agents will make

offers is to arrange them randomly in a specific order before the negotiation begins

[14]. That is, the agents will be denoted randomly A1, .., AN . At each time t, j(t) will

be Ai where i is equal to (t mod N) + 1. The set of possible agreements is denoted

S. An outcome of the negotiation may be that an agreement s ∈ S will be reached

at time t ∈ T . This outcome is denoted by a pair (s, t). When one of the agents opts

out of the negotiations at time period t ∈ T , the outcome is denoted (Opt, t).

The agents’ time preferences and the preferences between agreements an opting

out are the driving force of the model. They will influence the outcome of the negoti-

ation. In particular, agents will not reach an agreement which is not at least as good

as opting out for all of them. Otherwise, the agent which prefers opting out over the

agreement, will opt out.

30



Negotiation Strategies

An agent’s negotiation strategy specifies for the agent what to do next, for each

sequence of offers s0, s2, s3, ..., st. In other words, for the agent whose turn it is to

make an offer, it specifies which offer to make next. That is, it indicates to the

agent which offer to make at t+ 1, if in periods 0 until t the offers s0, ..., st had been

made and were rejected by at least one of the agents, but none of them has opted

out. Similarly, in time periods when it is the agent’s turn to respond to an offer, the

strategy specifies whether to accept the offer, reject it or opt out of the negotiation.

A strategy profile is a collection of strategies, one for each agent [127].

Subgame Perfect Equilibria

The main question in this model is how a rational agent will choose its negotiation

strategy. A useful notion is the Nash Equilibrium [119, 94]. Formally, a strategy

profile F = f1, ..., fN is a Nash equilibrium of a model of alternating offers,if each

agent Ai does not have a different strategy yielding an outcome that it prefers to that

generated when it chooses fi,given that every other agent Aj chooses fj. Briefly, no

agent can profitably deviate, given the actions of the other agents.

Then if all the agents use the strategies specified for them in the strategy profile

of the Nash equilibrium, then no agent has a motivation to deviate and use another

strategy. However, the use of Nash equilibrium in a model of alternating-offers leads

to an absurd Nash equilibria [170]: an agent may use a threat that would not be

carried out if the agent were put in the position to do so, since the threat move

would give the agent lower payoff than it would get by not taking the threatened

action. This is because Nash equilibrium strategies may be in equilibrium only in

the beginning of the negotiation, but may be unstable in intermediate stages. The

concept of subgame perfect equilibrium (SPE) [127], which is a stronger concept, is

defined in the following definition and will be used in order to analyze the negotiation.
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Formally, a strategy profile is a subgame perfect equilibrium of a model of alter-

nating offers if the strategy profile induced in every subgame is a Nash equilibrium

of that subgame. This means that at any step of the negotiation process, no matter

what the history is, no agent has a motivation to deviate and use any strategy other

than that defined in the strategy profile. In situations of incomplete information there

is no proper subgame. The sequential equilibrium [86], which takes the beliefs of the

agents into consideration, can be used in the incomplete information situations.

In summary, the strategic negotiation model provides a unified solution to a wide

range of problems. It is appropriate for dynamic real-world domains. In addition

to the application of the strategic-negotiation model to data allocation problems in

information servers, it was applied to resource allocation and task distribution prob-

lems, and the pollution allocation problem [80]. In all these domains the strategic-

negotiation model provides the negotiators with ways to reach mutually beneficial

agreements without delay. The application of the strategic-negotiation model to hu-

man high pressure crisis negotiations was also studied [180, 84].

2.3.4 Evaluation of Negotiation

Kraus in [79] mentions that evaluating the results of multi-agent negotiation is not

an easy task. It is hard to say which solution is the best. Since the agents are assumed

to be self-interested, when saying, for example, a “negotiation was successful” the

question “successful for whom?” must be asked, since each agent is concerned only

about its own benefits or losses from the resolution of the negotiation. Nevertheless,

there are certain parameters that can be used to evaluate negotiations.

Negotiation Time: Negotiations which end without delay are preferred over

negotiations which are time-consuming. It is assumed that a delay in reaching an

agreement causes an increase in the cost of communication and computation time

spent on the negotiation. We want to prevent the agents from spending too much
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time on negotiations resulting in deviation from their timetables for satisfying their

goals.

Efficiency: An efficient outcome of the negotiations is preferred. In other words,

an outcome that increases the number of agents which will be satisfied by the nego-

tiation results and the agents’ satisfaction levels from the negotiation results.

Thus, it is preferred that the agents reach Pareto optimal agreements2 In addition,

if there is an agreement that is better for all the agents than opting out, then it is

preferred that the negotiations will end with an agreement.

Simplicity: Negotiation processes that are simple and efficient are better than

complex processes. Being a “simple strategy” means that it is feasible to build it into

an automated agent. A “simple strategy” also presumes that an agent will be able to

compute the strategy in a reasonable amount of time.

Stability: A set of negotiation strategies are stable if, given that all the other

agents included in the set are following their strategies, it is beneficial to an agent

to follow its strategy too. Negotiation protocols which have stable strategies are

more useful in multiagent environments than protocols which are unstable. If there

are stable strategies, we can recommend to all agent designers to build the relevant

strategies into their agents. No designer will benefit by building agents that use any

other strategy.

Money transfer: Money transfer may be used to resolve conflicts. For example,

a server may “sell” a data item to another server when relocating this item. This can

be done by providing the agents with a monetary system and with a mechanism for

secure payments. Since maintaining such a monetary system requires resources and

efforts, negotiation protocols that do not require money transfers are preferred.

2An agreement is Pareto optimal if there is no other agreement that dominates it, i.e., there is
no other agreement that is better for some of the agents and not worse for the others.
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Chapter 3

EBDI: A Generic Architecture for

Emotional Agent

This chapter presents EBDI, a generic architecture for emotional agents which

implements both practical reasoning and emotional mechanisms. By taking into ac-

count the incompleteness of emotion theories and individual difference, I separate

specific emotion mechanisms with in the agent, instead of trying to model emotion

mechanisms to reflect some specific reasoning process, like most researchers do. EBDI

can be used to build high EQ agents by selecting and implementing specific emotion

theories into the architecture as needed. We show a sample EBDI agent in Tile-

world, and the test results show that this EBDI architecture is applicable and that

the emotional agent has better performance than rational agents.

Thus, the desirable features for this architecture are:

• It contains emotion status, the description method of which is not limited and

depends on the specific application.

• It contains the function of emotion update mechanism, and also have emotion’s

effect on decision process. The function for emotion update mechanism should

keep some flexibility such that we can apply part of emotion theory in it ac-

cording to specific purpose.
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• It reflects the practical decision process of human being, since this way is nat-

ural, harmonious and efficient.

• It is practically applicable, not a concept only.

• It is compatible with currently widely used agent architecture to take advantage

of the traditional theories for rational agents.

The basic idea here is to choose a widely used agent architecture as a base, and

expand it. There are some other researchers who have tried to expand traditional

agents by adding emotion to them, however none of them can satisfy above descrip-

tions. The closest candidate is [132], which present a Emotional-BDI architecture

including internal representations for agents’ capabilities and resources. Unfortu-

nately, this paper does not clearly represent the difference between emotional agents

and normal rational agents. The capabilities and resources of these agents are inde-

pendent of emotions, as such, they cannot reflect the relationship between emotions

and belief, and how emotions influence agents’ decision making.

The traditional agent architecture chosen here is Belief-Desire-Intention (BDI)

model, and the main concern is described in Section 3.1.

Taking into account both primary emotions and secondary emotions [27] into de-

cision making process, we use primary emotions as the first filter for adjusting the

priority of beliefs, such that the agents can speed up decision making. Meanwhile,

we can also solve the problem of an agent’s bounded computational resources. Sec-

ondary emotions can be then used to refine the decision when time permits. Instead

of considering beliefs from perception only as in the standard BDI model, we add

possible belief candidates directly from communication and contemplation. This is

reasonable, because we obtain information not from perception only, we also get in-

formation from communication and our thinking. For agents in dynamic complex

environment, communication and individual reasoning sometimes are more impor-
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tant way to obtain information, when the perception from environment is limited.

The detailed EBDI architecture and interpreter are described as in Section 3.2. An

example implementation is given in Section 3.3.

3.1 Why Based on BDI Model

Typically, there are four types of traditional agent architectures [177]:

• Logic based agents—in which decision making is realized through logical deduc-

tion;

• Reactive agents—in which decision making is implemented in some form of

direct mapping from situation to action;

• Belief-desire-intention agents—in which decision making depends upon the ma-

nipulation of data structures representing the beliefs, desires, and intentions of

the agent;

• Layered architectures—in which decision making is realized via various software

layers, each of which is more or less explicitly reasoning about the environment

based at different levels of abstraction.

For the logic based agents, decision making is predicated on the assumption of

calculative rationality—the assumption that the world will not change in any signifi-

cant way while the agent is deciding what to do, and that an action which is rational

when decision making begins is still rational when it ends. However, most current

multiagent systems can hardly guarantee a static and deterministic environment.

The problems associated with representing and reasoning about complex, dynamic,

possibly physical environments are unsolved.

Reactive agents make decisions based on local information, so they must have

sufficient information available in their local environment for them to determine an
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acceptable action, and it is difficult to see how such decision making could take

into account non-local information. On the other hand, for reactive agents, overall

behavior emerges from the interaction of the component behaviors when the agent

is placed in its environment, which suggests that the relationship between individual

behaviors, environment, and overall behavior is not understandable, such that it is

very hard to engineer agents to fulfill specific tasks.

The layered architectures are very general. The main problem is that while they

are arguably a pragmatic solution, they lack the conceptual and semantic clarity of

un-layered approaches. Another issue is that of interactions among layers, if each

layer is an independent activity producing process, then it is necessary to consider all

possible ways that the layers can interact with one another.

The original Belief - Desire - Intention model was developed by the philosopher

Michael Bratman [16]. The BDI architectures reflect human’s practical reasoning

process, which is part of the reason why we choose it as a basic rational model for

agent. It has shown to be a very successful architecture and it is attractive for

several reasons: first, it has widely accepted philosophical roots; second, there are

logical frameworks for modeling and reasoning about BDI agents; third, there are a

considerable set of software systems which employ the architecture’s concepts, such as

PRS system [58]. The main problems about this architecture are: how to efficiently

implement these functions; how to reach the balance between being committed to

and over-committed to one’s intentions. As they stand, BDI architectures ignore the

influence of emotions in decision-making, while emotions do have influence on beliefs

[54]). By adding the idea of primary and secondary emotions [27] we can then filter

the decision making process of an agent.
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3.2 EBDI Architecture

To incorporate emotions into agents, we need solve three problems: (1)How to

measure or present emotions? (2)How do emotions affect the decision making process?

(3)How to update the status of emotions? Most of the time, the details of the solutions

depend on specific applications. Thus, our EBDI architecture combines these three

concerns into a BDI architecture based on human’s practical reasoning process, while

leaving the details open to the designers.

3.2.1 Main Components and Functions

According to [183], practical reasoning involves two important processes: deciding

what state of affairs we want to achieve – deliberation, and deciding how we want

to achieve this state of affairs – means-ends reasoning. In the EBDI architecture we

still follow this processes. We divide the process into four components: Emotion,

Belief, Desire and Intention, and we connect these four components through some

main functions.

Since no real agent has unlimited memory and can deliberate indefinitely, we

assume that resource bounds are applicable to all above items, which means there are

fixed amount of memory and a fixed processor available to carry out its computations.

It also means that means-ends reasoning and deliberation must be carried out in a

fixed, finite number of processor cycles, with a fixed, finite amount of memory space.

For our architecture we assume that all emotions, beliefs, desires and intentions are

stored according to some priority. For all processes, the emotion, belief, desire or

intention with the highest priority is considered first. During information updating,

if the resource bound is reached, the one with the lowest priority will be removed or

replaced.

Emotion: There is no standard definition for emotions. Kleinginna [77] mentions
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that there are as many as 92 different definitions in the literature. Here we use the

one that defines emotions as conscious states [90]. For this component, we did not

limit the representation method of emotions, which can be stored as first-order logic,

multidimensional logic [59], some numerical measurement method as PAD emotion

scales [108], or something else.

Belief: Belief is usually defined as a conviction to the truth of a proposition.

Beliefs can be acquired through perception, contemplation or communication. In the

psychological sense, belief is a representational mental state that takes the form of a

propositional attitude. Knowledge is often defined as justified true belief, in which

the belief must be considered to correspond to reality and must be derived from valid

evidence and arguments. However, this definition has been challenged by the Gettier

problem [60] which suggests that justified true belief does not provide a complete

picture of knowledge. Still, we believe the component of belief in the original BDI

model is enough to cover the idea of resources added by David Pereira [132], that is,

the resources mentioned can actually be looked as a kind of beliefs.

Practically, beliefs are subjective for humans. The original BDI model gets its

beliefs from the see function, which senses the environment objectively. In our archi-

tecture, beliefs are influenced by the agent’s emotional status and, instead of acquiring

beliefs through perception only, we also add alternative methods to acquire beliefs

through contemplation and communication.

Desire: Desires point to the options that are available to the agent, or the possible

courses of actions available to the agent. Desires are obtained through an option

generation function, on the basis of its current beliefs and intentions.

Intention: Intentions play a crucial role in the practical reasoning process, be-

cause they tend to lead to action. Wooldridge [183] summarizes four important roles

in practical reasoning; here we modify them to five after taking emotions into account:

• Intentions drive means-ends reasoning. Like a human, once an agent has formed
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an intention, it will attempt to achieve the intention and decide how to achieve

it; if one particular course of action fails to achieve an intention, then the agent

will typically try others.

• Intentions persist. An agent will not give up its intentions until it believes that

it has successfully achieved them, it is impossible to achieve them, or the reason

for the intention is no longer present.

• Current emotions influence the determination of intentions. BDI agents de-

termine their intentions based on their desires and beliefs. If the available

options are equally reasonable, then a human making the decision might rely

on emotions. Some research [18] points out that deliberative decision making

may actually be driven by emotions, based on the observation that people with

relatively minor emotional impairments have trouble making decisions. In our

architecture, emotions set the priority of desires and help decide intentions.

• Intentions constrain future deliberation. In other words, an agent will not en-

tertain options that are inconsistent with its current intentions.

• Intentions influence emotions upon which, together with beliefs, future practical

reasoning is based. Once an agent adopts an intention it can plan for the future

on the assumption that it will achieve the intention. Thus, if there is a belief

that the agent cannot benefit from the intention, the agent will feel unhappy,

and this emotion will also influence future beliefs and reasoning. BDI agents

avoid intention-belief inconsistency [16] —the status of having an intention to

bring about ϕ while believing that the agent will not bring about ϕ, because

it is irrational. In contrast with the original BDI model, our model does not

avoid intention-belief inconsistency completely, since intention did not influence

beliefs directly, but indirectly through emotions. For example, when agent i has

an intention to bring about ϕ, it is possible to have a belief that ϕ will not be
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true in our model: assume that this belief is obtained through a message from

j, and i has negative emotion about j, such that i does not care about the belief

very much. Later on, if such emotion becomes very strong, then i may remove

this belief with the limitation of the resource bound; or if i’s emotion about

j changes to some positive one, and the belief becomes subjectively important

to i, then the intention might be canceled. Thus, using emotions as a tool to

balance intention and belief, such inconsistencies can be solved naturally.

More specifically, intentions in our architecture represent the agent’s current

focus—those states of affairs that it has committed to trying to bring about, and

are affected by current emotional status together with current desires and working

intentions.

We now formally define an EBDI architecture. Let E be the set of all possible

emotions; B be the set of all possible beliefs, D be the set of all possible desires,

and I be the set of all possible intentions. The state of an EBDI agent at any given

moment is given by its current set of emotions, beliefs, desires, and intentions. These

components are connected via the following functions:

Belief Revision Functions: Beliefs can be acquired from perception, contem-

plation or communication, unlike the original BDI model which uses only perception.

We define three belief revision functions which map input from these three areas into

beliefs. The input from perception is treated the same as in the BDI architecture.

Input from communication is treated similarly but we take into consideration the

identity of the sender. The input from contemplation comes from the agent’s beliefs

themselves and from deliberation. As with human beings, the beliefs related to the

current intentions will be given higher priority and the rest will be given lower priority

or ignored. For convenience, we combine effects of emotions and intentions together

since they involve common issues about priority.

The three belief revision functions are defined as follows:
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Belief Revision Function through Perception (brf-see) generates belief candidates

from the environment:

brf -see : Env → Bp

where Env denotes the environment, Bp ⊆ B is the set of possible belief candidates

from perception.

Belief Revision Function through Communication (brf-msg) generates belief can-

didates from the content of communication messages:

brf -msg : Content→ Bm

where Content denotes the content of possible communication messages, Bm the set

of possible belief candidates from message, and Bm ⊆ B.

Belief Revision Function through Contemplation (brf -in) takes into consideration

the current emotion status1 and intentions, and revises the current beliefs based on

previous beliefs and the set of belief candidates from the environment and communi-

cation messages:

brf -in : E × I × (B ∪Bp ∪Bm)→ B

Emotion Update Functions: We take into account both primary emotions and

secondary emotions [27], so we have two corresponding update functions.

Primary emotions are those that we feel first, as a first response to a situation.

Thus, if we are threatened, we may feel fear. When we hear of a death, we may feel

sadness. They appear before conscious thought and are thus instinctive or reactive

functions of the human brain. When time is limited and we do not have enough

time to think about something clearly, primary emotions become extremely useful in

1Frijda [54] shows emotions’ influence on beliefs.
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decision making. In agents, we can use primary emotions to speed up decision making

similarly. The primary emotion update function (euf1 ) can be defined as:

euf1 : E × I × (Bp ∪Bm)→ E

Secondary emotions appear after primary emotions, which may be caused directly

by primary emotions, or come from more complex chains of thinking. For example

where the fear of a threat turns to anger that fuels the body for a fight reaction. For

agents, the secondary emotions come from the result of further deliberation and can

replace the primary emotions. They are used to refine the decision making if time

permits. The secondary emotion update function (euf2 ) is defined as:

euf2 : E × I ×B → E

Option Generate Function: This function is similar to the one in BDI model.

The option generate function (options) is defined as:

options : B × I → D

Filter Function: This function is also similar to the one in BDI model, however

we add emotions, which are used to find the best option(s). The filter function (filter)

is defined as:

filter : E ×B ×D × I → I

Plan Function: The functions above complete the process of deliberation and

generate the best option(s)—intention(s), which can be some actions or states of

mind. These intentions drive means-end reasoning, which can be represented by the

plan function (plan):

plan : I × Ac→ π
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where Ac is the set of possible actions that the agent can do, and π denotes a plan

which is a sequence of actions

π = (α1, · · · , αn)

where αi is an action, and αi ∈ Ac.

Plan Execution Function: This function is used to execute the sequence of

actions produced by plan function. It is represented as

execute : π → Env

During the execution, if π is empty, or the current intention succeeds, or the agent

finds that the current intention is impossible to achieve, then this function will be

terminated.

3.2.2 Architecture

Figure 3.1 shows our EBDI architecture. Figure 3.2 shows the interpreter that is

used in our EBDI architecture. Its functions are described in the previous section.

We can summarize the execution cycle as follows:

1. When there is new information from the environment via sensor or communi-

cation messages, the EBDI agent generates belief candidates;

2. These belief candidates together with current intentions trigger emotion updat-

ing, that is, the agent obtains its first feeling about the information;

3. Based on the new emotion status and the new information, together with current

intentions as a guide, the agent re-evaluates its beliefs;

4. From the beliefs and intentions, the agent generates desires;
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Figure 3.1: Schematic diagram of EBDI architecture.
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EBDI-main-loop

1 E ← E0; � E0 are initial emotions
2 B ← B0; � B0 are initial beliefs
3 I ← I0; � I0 are initial intentions
4 while true
5 do Bp ← brf -see(Env);
6 Bm ← brf -msg(Content);
7 E ← euf1 (E, I,Bp ∪Bm);
8 B ← brf -in(E, I,B ∪Bp ∪Bm);
9 D ← options(B, I);

10 I ← filter(E,B,D, I);
11 E ′ ← E
12 E ← euf2 (E, I,B);
13 if time permits and E 6= E ′

14 then B ← brf -in(E, I,B);
15 D ← options(B, I);
16 I ← filter(E,B,D, I);
17 π ← plan(I, Ac);
18 execute(π)

Figure 3.2: Pseudo-code of an EBDI agent’s main loop.

5. Under influence of the emotions, the agent chooses the best options or intentions

based on current beliefs, desires and intentions. Notice that, since intentions

persist, the current working intention always has the highest priority unless it

is already achieved or is found to be impossible to achieve, or the reason for

this intention is no longer present.

6. From this deliberation result, the secondary emotions are triggered, and this

updating is based on current intentions, beliefs and previous emotions.

7. If there is no time for deeper consideration or emotion status is not changed,

the agent will directly generate a detailed plan and execute it. Otherwise, the

agent begins a deeper consideration and refines the decision making. It will

reconsider if current beliefs are suitable, as in line 14, and reconsider the desires

and intentions, as in line 15 and 16. After this reconsideration, the agent then
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generates a plan and executes it.

Our EBDI agent architecture thus manages to integrate emotions into the standard

processing loop of a BDI agent.

3.3 EBDI Agent in Tileworld

The Tileworld system is an experimental environment for evaluating agent ar-

chitectures [137]. We chose Tileworld as a platform for experimentally investigating

the behavior of various metalevel reasoning strategies, since we can assess the success

of alternative agent strategies in different environments by tuning the environmen-

tal parameters. We simulate the Tileworld in NetLogo [179], as in Figure 3.3. In

it a number of agents must find and push tiles so they cover any open holes. In-

stead of consisting of only one simulated robot agent and a simulated environment,

as in [137], we design several agents and show how to apply our EBDI model to one

agent in a specific Tileworld, where both the agents and the environment are highly

parameterized.

A Tileworld with EBDI agent is described as follows:

Environment: It is both dynamic and unpredictable. There are holes and tiles,

which appear with some probability at a randomly selected location, live for awhile

and then disappear. We design the size of the grid be 35× 35 in the simulation.

Agents: The task for agents is to push the tiles to cover as many holes as possible.

Each agent i tries to obtain the highest utility of its own ui = num-holes-filledi , where

num-holes-filled i denotes the number of holes filled by agent i in the environment.

We make the following assumptions for agents:

• At each time step, an agent can only change its facing direction once or move

one step.
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Figure 3.3: Simulation of Tileworld where the objects with person shape are agents,
the yellow squares are tiles, and the blue circles are holes.

• Agents can move along four directions: north, south, east or west, and can move

to a direction only when they face it.

• An agent can only see holes and tiles along one direction, however it can change

its facing direction. For example, when an agent faces north, it can see all the

holes and tiles in front of it, but can not see the holes and tiles at the east, west

or south. Thus, the perception is limited and agents must partially rely on the

information from communication.

• Agents can communicate with each other about what they see, but they may

not tell the truth.

• An agent can save information about the location of holes and tiles that it sees

or gets from communication messages as its beliefs.

• Considering the resource bound, we limit the storage space of beliefs for each

48



agent, such that each agent cannot store all information it sees or it receives

from communication messages.

To make a comparison between an EBDI agent and a rational agent, we include

three agents in the system: one EBDI agent and two rational BDI agents. These

three agents have the same basic strategy in how to choose tiles to cover holes, which

is described as follows:

1. First ask other agents for the information about the tile closest to its location;

2. Look around to get information about tiles and holes;

3. Deal with request from other agents;

4. Figure out the closest tile using beliefs;

5. Move toward the closest tile;

6. After reaching the tile, ask other agents for the information about the hole

closest to its current location;

7. Look around to get information about tiles and holes;

8. Deal with request from other agents;

9. Find out the closest hole, and move the tile to the hole.

10. Repeat steps 1–9.

The differences between the three agents are as follows:

• EBDI agent: has a specific state to store emotion status, which is initially set to

neutral. According to the basic strategy, if it decides to choose a belief told to it

by some other agent i, then it will take actions just like the strategy mentioned.

If it finds out later the hole or tile that the agent i mentioned is not there, it will

think that i is lying and will hate i; conversely, if it finds out the information

is correct, it will feel thankful to i. Later on, when this agent receives another

message from agent i, it will correspondingly decrease or increase the priority
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the information from the agent i. Also, if this agent hates i to some degree it

will lie to i about what it knows.

• Truth telling BDI agent: Always tells the truth when asked about a tile or hole.

• Selfish lying BDI agent: Always lies to other about tiles and holes so as to

increase its chances of getting all the tiles into the holes.

In the simulated NetLogo program, the EBDI agent is labeled as “0”, the truth

telling BDI agent is labeled as “1”, and the selfish lying BDI agent is labeled as “2”,

as in Figure 3.3. Here let’s focus on the EBDI agent, and see how to apply the EBDI

architecture to this agent in detail. We first consider the four main components.

Assume positive and negative emotions only are used for this agent, and we use

positive and negative numbers to present the intensity of the emotions. Then the

emotion status can be represented as the set

E = {(Agenti, e)|Agenti ∈ Ag, e ∈ Z}

where Ag denotes the set of agents in the system, e records emotion status, Z denotes

the set of integers. In this specific example, Ag = {ag0, ag1, ag2} denotes the three

agents corresponding to the label. (Agenti, e) means that current agent has a emotion

e on Agenti. For example, in an agent’s emotion status set, there is an element

{ag1,−3}, which means the agent has negative emotion on ag1 and the intensity is

3. The initial emotion status set E0 = ∅, which means that in the beginning the

emotion status for the agent is neutral. This emotion set is an example only, one can

use different methods to present the emotional status.

The belief set stores the useful information about the Tileworld, which can be

represented as

B = {(Agenti, obj, location)|Agenti ∈ Ag,
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obj ∈ {tile, hole}, location = (x, y)}

where x ∈ [west-bound , east-bound ], y ∈ [north-bound, south-bound ]. The constants

west-bound, east-bound , north-bound , south-bound are integers, and they satisfy west-

bound<east-bound, north-bound< south-bound, which sets the boundary of the Tile-

world environment where agents can move. Agenti is the agent who sends the mes-

sage. If the belief comes from perception, then Agenti will be the agent itself. If the

belief is from the communication message sent by agent j, then Agenti = agj. For

example, belief (agj, tile, (3, 5)) means that the agent obtained a belief from agent j

that there is a tile at location (3, 5). The initial belief set B0 = ∅.

The desire set stores the agent’s current desires (goals). For example, find -tile is

the desire to find a tile, find -hole represents the desire to find a hole, and carry-tile-

to-hole(l) represents the desire to carry a tile, which we assume the agent is carrying,

to a hole at location l. The EBDI agent also has plans associated with each one of

these desires. For example, a find -tile desire can be satisfied by either searching the

space or asking other agents if they have seen any tiles. Since the agents start out

with no tiles, initially they have D0 = {find -tile}.

Intention is the agent’s currently executing plan. Initially I0 = ∅.

We now consider the main functions for the EBDI agent:

There are three belief revision functions:

brf -see gets the belief candidates from perception. For example, if the agent is

located at (3, 5) and it faces east, then the agent can see all the tiles and holes locate

at (x, 5), where x ∈ (3, east-bound ]. Assume there is a hole at (6, 5), then the agent

i obtains a belief candidate as (agi, hole, (6, 5)).

brf -msg obtains the belief candidates from communication messages. Assume

agent i asked j about the closest hole to location (3, 5), where i is located, and j

returns a message to i that the tile at (4, 4) is the closest one to (3, 5) based on its
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beliefs. Then the agent i gets a belief candidate as (agj, hole, (4, 4)).

brf -in considers current emotion status and intention as a guide to revising the

belief set. For example, if B = {(ag0, hole, (8, 5))}, Bp = {(ag0, hole, (6, 5))}, and

Bm = {(ag1, hole, (4, 4))}, if both the emotion status set and intention set are empty,

the belief set will be B = {(ag1, hole, (4, 4)), (ag0, hole, (6, 5)), (ag0, hole, (8, 5))},

which orders the beliefs rationally according to the distance to the agent’s current

location (3, 5), such that the front one has the highest priority. If the current emotion

status set has a member (ag1,−2) then this lowers the priority of belief (ag1, hole,

(4, 4)) and results in B = {(ag0, hole, (6, 5)), (ag0, hole, (8, 5)), (ag1, hole, (4, 4))}. If

the intention set is not empty and the intention is to reach a tile at (8, 4), then the

resultant belief set will be B = {(ag0, hole, (8, 5)), (ag0, hole, (6, 5)), (ag1, hole, (4, 4))}

because the agent’s future location will be around (8, 4), and the hole at (8, 5) will

be the closest one by then.

There are two emotion update functions:

euf1 considers the primary emotions. For example, if E = ∅, and I = ∅, there are

Bp = {(ag0, hole, (6, 5))}, and Bm = {(ag1, hole, (6, 5))}, though the agent ag0 gets

duplicate information about the hole at (6, 5), it finds out ag1 tells the truth, and

thinks ag1 is reliable, and then feels happy with ag1. Thus, an emotion status will be

generated as (ag1, 1). If there is already a emotion status (ag1, 1) in set E, then the

emotion status in E will be updated to (ag1, 2).

euf2 considers secondary emotions. It works like euf1 but it uses the current

beliefs and intentions. For this simple case, we just ignore it in the simulation.

The options function generates new desires based on the agent’s current beliefs

and intentions. In this example, it mostly serves to generate a new find -tile desire

after the agent drops its current tile.

The filter function makes a decision on the intention. For example, if the current

intention of ag0 is to find a tile at (6, 5), and this information is originally from agent
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ag2, such that I = {find -tile(ag2, (6, 5))}. Assume ag0 is currently at (6, 1), and there

is emotion status set E = {(ag2,−2), (ag1, 2)}, and there is find -tile(ag1, (5, 1)) in D,

then ag0 will change the intention to I = {find -tile(ag1, (5, 1))}, since it trusts ag1

more.

The plan function generates a sequence of actions based on the intentions. The

possible action set in this example can be Ac = {turn(direction), move (direction)},

where direction ∈ {west, east, north, south}.

For example, if the ag0 is currently located at (6, 1), faces east, and the current

intention is to reach a tile at (6, 5), then it may generate a sequence of actions: π =

(turn(south), move(south), move(south), move(south))

For the plan execution function, basically, the agent just follows the sequence of

the actions π. Note that every time the agent turns to some direction it can see some

new tiles and holes which can trigger the agent’s reconsideration.

The above example shows how might build an EBDI agent for the Tileworld.

Based on above descriptions about the main components and main functions, the

main execution cycle can just follow the interpreter as in Figure 3.2.

We compare the performance of the three agents and test it for dozens of time,

all the results are similar, one of which is shown in Figure 3.4, where we set the birth

probability be 0.03 and the lifetime be 60 cycles for both tiles and holes. It shows

that at the beginning, the differences between the performance are hard to tell, since

the information is very limited and every agent does the task by chance; but the

emotional agent gets better and better and always ends up with the highest score.

Thus, the emotional agent here has better performance than rational agents because

it is more adaptive in this dynamic environment.
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3.4 Communicating Emotions among Agents

Communication is an important issue for agents’ application. For emotional

agents, a necessary concern is how to communicate emotions. Meanwhile, modern

agent communication languages (ACLs), as a critical element of multiagent systems

and a key to the successful application of agents in commerce and industry, such as

the FIPA ACL, already have wide and successful applications. Instead of rebuilding

a completely new communication system to work with the emotional agents, can we

reuse the existing communication system? Then how can we do that?

This section gives two possible approaches.

3.4.1 Designing Ontologies for Emotional Agents

Current modern ACLs have been designed as general purpose languages to

simplify the design of multiagent systems. So the easiest way is to reuse current

communication system and let people who want to communicate emotions define
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their own ontologies and then use only the ones they need. This way is simple,

and agents only need to understand a few ontologies. The problem is that there is

no universal accepted emotions, so the agents who send the message need to make

sure the receiver understand the ontologies it use in advance. However, this may be

convenient for small group users and may result in more polychrome and diversity

emotions.

3.4.2 Extending Communicative Acts of Modern ACLs

By analyzing the structure of the modern ACLs, we can see that the early work on

communicative act based ACLs, such as KQML and FIPA, separated the communi-

cation problem into three layers – a message transport layer providing the mechanics

of a communication, a domain-independent layer of communication semantics, and a

domain-dependent content layer. The ACL speech acts were intended to describe the

domain-independent middle layer.

Meanwhile, recent research shows that these ACLs do not support adequately all

relevant types of interactions. Serrano and Ossowski [156] report a need for new ad

hoc sets of performatives in certain contexts, which the FIPA ACL does not support.

Singh [162] points out that agents from different venders or even different research

projects cannot communicate with each other. In [76], Kinny shows that FIPA reveals

a confusing amalgam of different formal and informal specification techniques whose

net result is ambiguous, inconsistent, and certainly underspecified communication. He

also proposes a set of requirements and desiderata against which an ACL specification

can be judged, and briefly explores some of the shortcomings of the FIPA ACL and

its original design basis.

Therefore, a complete set of communicative acts in an ACL would be desirable in

order to improve understanding among the agents in a multiagent system. Thus, this

complete set should also cover our requirement for emotions.
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The idea is to keep the structure of the current ACLs, while broaden the semantic

coverage of ACLs by formalizing speech act categories that cover the ~4800 speech

acts in Ballmer and Brennenstuhl’s book [10]. This book proposes an alternative

classification of speech acts, which contains both simple linguistic functions such as

expression and appeal, and more complex functions such as interaction and discourse.

Models for alternative actions are formed and verbs are classified according to the

phases of the model. Since the classification is based on an almost complete domain

(~4800 speech acts) and the authors claim they provide a “theoretically justified”

classification that is “based explicitly and systematically on linguistic data”, we be-

lieve that to generate a speech act set for ACLs based on their classification will be

a powerful way to represent meaning.

The purpose of this work is not for emotions only, but it can solve our problem

here. The detailed work is described in [71, 72], also in Appendix A.
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Chapter 4

Plug-in: Emotion Update

Mechanism

The OCC model, a computational emotion model, developed by Ortony, Clore and

Collins [125], has established itself as the standard model for emotion synthesis. There

are a large number of studies that employed the OCC model to generate emotions for

their embodied characters. However, it is criticized for falling short on suggestions

on what to do with the emotional state, and Bartneck [11] points out that the OCC

model should be simplified to match the abilities of the embodied emotional character.

This chapter describes how the OCC model can be incorporated into an EBDI

architecture as a plug-in. Since the EBDI architecture involves two emotion update

functions, correspondingly, it simplifies the OCC model by dividing it into two parts,

one fitting into the primary emotion update function, and the other fitting into the

secondary emotion update function, as shown in Figure 4.1. Meanwhile, the original

OCC model focuses on the types of emotions, and our research focuses on the process

of how to generate those emotions. It provides a sample application approach for the

EBDI architecture, and EBDI also makes up for a shortcoming of OCC by applying

extra emotion effect functions.

The details of incorporating the OCC model into the EBDI architecture are de-
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scribed in the following sections.

4.1 Primary Emotion Update Function

Primary emotions are those that we feel first, as a first response to a situation.

Thus, if we are threatened, we may feel fear. When we hear of a death, we may feel

sadness. They appear before conscious thought and are thus instinctive or reactive

functions of the human brain. When time is limited and we do not have enough

time to think about something clearly, primary emotions become extremely useful in

decision making. In agents, we can use primary emotions to speed up decision making

similarly.

The OCC model assumes that there are three major aspects of the world, or

changes in the world, upon which one can focus. The three aspects are events, agents,

and objects. One focuses on events when one is interested in their consequences; one

focuses on agents, because of their actions; and one focuses on objects, when one is

interested in certain aspects or imputed properties of them. So, emotions are valenced

reactions, and any valenced reaction is always a reaction to one of these perspectives

on the world. Based on this assumption, we have discussions around these three

aspects: consequences of event, actions of agents and aspects of Objects

Reactions to Events

The primary emotions of this aspect are states of feeling that arise from attending

to some events, which are appraised as being desirable or undesirable. Desirable here

describes the feeling of pleasure about a desirable event, and undesirable describes

the feeling of displeasure about an undesirable event.
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Reactions to Agents

Taking into account the question of how we believe salient events to have come

about, we need also to focus on an agent who is instrumental in the event, instead of

the event itself. When the agent is judged to have done something praiseworthy, the

person experiencing the emotion is inclined to approve of the agent’s action, and when

the agent is held to have done something blameworthy, the experiencer is inclined to

disapprove of the agent’s action.

Reactions to Objects

The primary emotions here are momentary reactions of liking and disliking.

Specifically, one reaction corresponds to liking or attraction and is occasioned by

reacting positively toward some appealing object, and the other corresponding to

aversion or dislike, is occasioned by reacting negatively toward some unappealing

object.

Thus, according to above description, we can define the reactions to events as a

function:

ReactEvent : I × bevent → vd

where I is the current intention set; bevent is a belief candidate related to event or

with the type be event; and vd is the intensity variable, here described by desirability.

The reactions to agents can be defined as:

ReactAgent : I × bagent → vp

where I is the current intention set; bagent is a belief candidate about agents or with

the type be agent; and vp is the intensity variable, here described by praiseworthiness.
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The reactions to object can be defined as:

ReactObject : I × bobject → va

where I is the current intention set; bobject is a belief candidate about some object or

with the type be object; and va is the intensity variable, here described by appeal-

ingness.

Then, the primary emotion update function can be represented as in Figure 4.2:

euf1 (E, I,B)

� E: the set of current emotion status;
� I: the set of current intentions;
� B: the set of new belief candidates from environment
(through perception or communication).

1 for each b ∈ B
2 do type← CheckBelief(b);

� type ∈ {event, agent, object}
3 if type = event
4 then vd ← ReactEvent(I, b);
5 E ← Mapping(E, vd);
6 break;
7 if type = agent
8 then vp ← ReactAgent(I, b);
9 E ← Mapping(E, vp);

10 break;
11 if type = object
12 then va ← ReactObject(I, b);
13 E ← Mapping(E, va);
14 break;

Figure 4.2: Pseudo-code of Primary Emotion Update Function

Where the function CheckBelief(b) is used to check the type of the belief b,

and the returned value is a type with value event, agent or object. The function

Mapping(E, v) is used to map a specific intensity variable to an emotion status, and

update current emotion set E.
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4.2 Secondary Emotion Update Function

Secondary emotions appear after primary emotions, and may be caused directly

by primary emotions or come from more complex chains of thinking. For example,

the fear of a threat turns to anger that fuels the body for a fight reaction. For agents,

the secondary emotions come from the result of further deliberation and can replace

the primary emotions. They are used to refine the decision making, if time permits.

Reactions to Events

According to the events relative to one’s own goals, the secondary emotions of

this aspect are grouped as three kinds: well-being emotions, fortunes of others, and

prospect-based emotions. According to whether the person who experiences the emo-

tions is reacting to the consequences of the focused event with respect only to himself,

or also with respect to some other person, the secondary emotion update process con-

tinues the primary emotions and is separated into two branches: Consequences for

Self and Consequences for Other.

The Consequences for Self branch leads to two groups of reactions: (1) the prospect

of an event is crucial, and (2) the prospect is irrelevant. The emotions for which the

consideration of the prospect is irrelevant reflect upon one’s well-being, and the re-

sulted emotions are something like happiness, joy, unhappiness, sadness, and distress.

The emotions follow the group Prospects Relevant, which result from reacting to

the prospect of positive and negative events, such as hope and fear, respectively.

Upon whether the prospect of a positive or negative event is believed to have been

confirmed or disconfirmed, four additional emotions can be generated: satisfaction,

disappointment, relief, and fear-confirmed.

The other branch, Consequences for Other, generates emotions that are referred to

as the Fortunes-of-others group. There are four distinct emotion types, representing

the reactions to events that a person can have when the events are desirable or
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undesirable relative to the goals and interests of another person. Desirable for Other

leads to happy-for and resentment ; while Undesirable for Other leads to gloating and

pity.

Reactions to Agents

Depending on whether the approval or disapproval focuses on the agent itself or

other agents, the secondary emotions here are separated into two groups. When the

formal agent is itself, the emotion types of pride and shame can arise. If the formal

agent is some other agent, the emotion types of admiration and reproach can arise.

In Figure 4.1, there are another group of emotions labeled “Well-being/Attribution

compounds”, which include gratification, gratitude, remorse, and anger. This group

arises from simultaneously focusing on both the action of an agent and the resulting

event and its consequences.

Reactions to Objects

The secondary emotions of this kind are ignored, since the reactions to objects are

momentary reactions and the emotions of this kind appear to be more immediate,

more spontaneous, and less affected by accessible cognitive processes than almost all

other emotions. In other words, they are already included in the primary emotion

update function.

Thus, the secondary emotion update function can be represented as in Figure 4.3:

Where CheckConsequences(b) is to check the belief b and find out if the consequences

are for other or self. CheckDesirable(I, b) is to check the belief b and find out if the

consequences for other are desirable or not. FortuneOther(b, v) generates emotions

based on belief b and the desirability, if it is desirable, then generates happy-for or

resentment ; otherwise generates gloating or pity. CheckProspect(I, b) is used to check

if the belief b is prospect relevant or irrelevant. Prospect(b, v) generates emotions
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euf2 (E, I,B)

� E: the set of current emotion status;
� I: the set of current intentions;
� B: the set of current beliefs.

1 for each b ∈ B
2 do type← CheckBelief(b);

� type ∈ {event, agent, object}
3 if type = event
4 then if CheckConsequences(b) = other
5 then v ← CheckDesirable(I, b)
6 E ← FortuneOther(b, v)
7 else v ← CheckProspect(I, b)
8 E ← Prospect(b, v)
9 if v = relevant

10 then vc ← CheckConfirm(I, b)
11 E ← ProspectBased(b, vc)
12 else E ← Compounds(b, B)
13 if type = agent
14 then v ← CheckAgent(I, b);
15 E ← Attribution(b, v);
16 E ← Compounds(b, B);

Figure 4.3: Pseudo-code of Secondary Emotion Update Function

based on belief b and the relevance, if it is prospect relevant, then generates hope or

fear ; otherwise generates joy or distress. CheckConfirm(I, b) is to check the prospect

relevant belief confirmed or disconfirmed, upon which ProspectBased(b, v) generates

emotions satisfaction or fear-confirmed for confirmed one, and relief or disappoint-

ment for disconfirmed one. Compounds(b, B) is to generate emotions compounded

by well-being and attribution. CheckAgent(I, b) is to check if the formal agent is itself

or other. Attribution(b, v) is to generate emotions based on self agent or other agent,

described by v.

During practical application, the 22 emotions defined in the OCC model can be

simplified according to specific representation method for emotion status and the

ability to take action. The reasoning process of the EBDI agent can be described
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briefly as follows: Once the agent perceives some changes or gets some news from the

environment, the primary emotion update function will be triggered, and the emo-

tion status is updated; Upon an updated emotion status, the agent updates beliefs,

generates desires, and intentions, and leads to action; meanwhile, the secondary emo-

tion update function continually updates the emotion status, if the time permits, the

agent will reconsider the beliefs, desires, and intention, and take action; otherwise,

the reasoning process will be interrupt, and the action will be based on the current

intention.

4.3 Summary

This chapter describes how the OCC model, which is employed frequently to generate

emotions for embodied characters, can be incorporated into an EBDI architecture. In

a more general sense, the OCC model supplies a needed emotion update mechanism

for the EBDI architecture, and provides a guide for applying the EBDI architecture.

EBDI also makes up the shortcoming of the OCC model by applying extra emotion

effect functions. It simplifies the OCC model by dividing it into two parts, one fitting

into the primary emotion update function, and the other fitting into the secondary

emotion update function. When time is limited, we run the primary emotion update

function, and ignore the other part of the OCC model and lead the agent to action.

By applying the secondary emotion update function, we also keep the full characters

of the OCC model. Thus, rather than being used for emotional negotiation only, this

plug-in can be applied to many other problem domains as well.
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Chapter 5

Emotional Negotiation

For human beings, negotiations often evoke a variety of emotions. Emotions can

cause intense and sometime irrational behavior, and can cause conflicts to escalate

and negotiations to break down [3]. The research shows that emotions play positive

and negative roles in negotiation. On the positive side, emotions make us care for our

own interests and about people. Empathy can improve understanding and facilitate

communication; both hiding emotions and making vigorous displays of emotion can

be effective negotiating tactics. Legitimately expressed anger may communicate the

party’s sincerity and commitment. On the other hand, fear and anger usually play

negative roles in negotiation. Another researcher Li and Roloff [93] suggests that

while positive emotion leads to cooperation and greater joint gain, negative emotion

leads to competition and greater individual gain because of the different cognitive

processing styles associated with each. Thus emotion does influence negotiators’ cog-

nitive processing, and then affect negotiation outcomes for human beings. However,

we are not aware of any research that has tried to incorporate emotional models into

automated negotiation yet.

Perfectly rational agents are only affected in their negotiation by features of the

problem that directly impact their utility of the resulting deal. However, humans are

not perfectly rational and often let their emotions, even those that are unrelated to
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the negotiation problem, affect their negotiation strategy.

There are many difficulties in incorporating emotional models into automated

negotiation. Some main problems are listed as follows:

• How to present the emotion status in negotiation? Or how can we measure the

emotions?

• What is the relationship of the emotions with the change of negotiation process?

• And how to correctly reflect this relationship?

• How to convert the affects of emotions into negotiation actions?

This chapter describes a mechanism that shows how emotions can be incorporated

into an agent to make its behavior more similar to that of a human experiencing

a particular emotional state. It starts by presenting the assumptions upon which

the agents will be negotiating. And then introduces the Emotional Worth-Oriented

Domain (EWOD), as in Section 5.2. It is a general model based on Worth-Oriented

domain.

5.1 Assumptions

Human beings have a value system: things can be valued by given a price, and people

compare the values of things by comparing the prices. For example, when you want

to buy a house, an appraisal company may give you a price for the house according

to where it is located, the structure age, square feet, conditions, other comparable

houses’ values, etc. Most people who want to buy the house may not really care about

how it is appraised but they do care about the value of the house. That is, everyone

has their own valuation of every item.

Similarly, we can assume that agents have value function which maps items to

the value, which we represent with a real number, the agent ascribes to that item.
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Thus, we can simplify the solutions of problems in multiagent system by considering

them as some functions on the value system. Still using above example, the appraisal

company can be considered as an agent, and this agent’s task is to find out the value

of the house to the average agent. Every items it considered, such as where it is

located, the structure age, etc. are represented as some features, and finally there

is some evaluation function to combine all kind of features, and output a value–the

price of the house to the agent.

Here, we assume that our agents have utility functions that capture their prefer-

ences over possible deals. As such, agents can value the same item differently, which

can lead to negotiation. For example, agent A offers agent B a watch with price

$10; B may think it’s too expensive and that $4 would be more reasonable, so then

negotiates with A for $4; A thinks $4 is not acceptable and asks for $8, and so on.

Non-emotional agents are typically assumed to have fixed utility functions. However,

a human’s utility valuation can change due to their emotional state, and an agent’s

should as well.

Meanwhile, emotional behaviors are different from rational ones, but they are not

in complete conflict. By adding emotions between the behavior and the unrelated

reason, many things become easy to explain. For example, suppose an agent A gets a

gift from a friend B today that makes him very happy. When people are in a happy

mood they are more willing to help others. C asks A for help. Usually A rejects C,

but today A gives C the help that C requests. There is no direct relation between the

fact that A gets a gift from B and that A helps C, but by adding emotions we can

explain it. Usually the effect of emotions is rational, in other words, there is often a

reason why people are happy or sad. On the other hand, from emotion to behavior,

there are also some rules to follow.

Emotions do have some effect on people’s behavior. However, these effects are

usually ignored in automated negotiation protocols. Correspondingly, some features
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that do not seem to be directly related are also ignored. By adding emotions we can

better model the outcome of real human negotiations.

5.2 Emotional Worth-Oriented Domain (EWOD)

Based on above assumptions, let’s consider the general models of negotiations.

Rosenschein and Zlotkin [142] had a great contribution in this area to introduce a

distinction between different types of negotiation domain: task-oriented domains and

worth-oriented domains. In the task-oriented domains, the tasks are explicitly defined

in the encounter: each agent is given a set of tasks to accomplish, associated with

which there is a cost. An agent attempts to minimize the overall cost of accomplishing

these tasks. Worth-oriented domain is a more general domain: the goals of an agent

are specified by defining a worth function for the possible states of the environment,

and the goal of the agent is thus implicitly to bring about the state of the environment

with the greatest value. As mentioned in [183], unlike task-oriented domains, agents

negotiating over worth-oriented domains are not negotiating over a single issue: they

are negotiating over both the state that they wish to bring about and over the means

by which they will reach this state. The task-oriented domain is a special case of

worth-oriented domain.

Without losing generality we focus on the model of worth-oriented domains (WOD),

and take into account the emotions, modify the model to be a new one—Emotional

Worth-oriented Domain.

The formal description of this model is a tuple:

< E,Ag, J, c, re >

where

• E is the set of possible environment states;
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• Ag = {1, ..., n} is the set of possible agents;

• J is the set of possible joint plans, which are called joint plans because executing

one plan can require several different agents. A joint plan can be represented

as j : e1 → e2, which means that the plan j can be executed in state e1, and

when executed in this state, will lead to state e2. If the plans are not joint, but

can be done by one agent, then it falls to task-oriented domain, and J will be

the set of task assignments.

• c : J ×Ag → < is a cost function, which assigns to every plan j ∈ J and every

agent i ∈ Ag a real number which represents the cost c(j, i) to i of executing

the plan j.

• re could be a function with time, or a constant, which represents the emotion

degree of an agent i. The range is from 0 to 1. For example, for a completely

rational agent, re = 0; for a completely emotional agent, re = 1.

An encounter in this model is a tuple:

< e,W,We >

where

• e ∈ E is the initial state of the environment;

• W : E × Ag → < is a worth function, which assigns to each environment state

e ∈ E and each agent i ∈ Ag a real number W (e, i) which represents the value,

or worth, to agent i of state e.

• We : Se×E×Ag → < is a emotional worth function, which gives worth affection

of current emotional status , represented by an emotional state function Se, to

each environment state e ∈ E and each agent i ∈ Ag. It is a real number too.
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Reaching agreement involves the agents negotiating over the collection of joint

plans. Agents try to reach agreement on the plan that brings about the environment

state with the greatest worth. The optimal plan ji
opt will then satisfy the following

equation:

ji
opt = arg max

j:e0→e∈J
re ·We(Se, e, i) +W (e, i)− c(j, i)

This equation involves three parts: emotional affection on the worth value, rational

worth value, and cost. Similar to task-oriented domain, this equation still tries to

maximize the utility, however this utility involves emotion feature and its affection

on utility.

5.3 Summary

This chapter simply describes the concept of EWOD by extending a general

model - Worth-Oriented Domain. This extension gives us a mechanism that shows

how emotions can be incorporated into an agent. Based on EWOD, we can then

continually discuss the detail negotiation strategies, and see how would emotions

work on negotiation strategies.
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Chapter 6

Mapping Descriptive Emotions to

Numerical Emotions

As described in Chapter 5, the decisions of automated negotiation are often based

on the utility or some worth function, which is numerical. Then the measurement for

the emotions is preferred to be numerical as well. Chapter 4 describes a mechanism

for updating emotions in an EBDI agent, which is designed as a plug-in. It generates

three pairs of emotions for primary emotion update function, and 22 emotions for

secondary emotion update function. These emotions are descriptive. So, how can

we map these emotions to numerical emotions such that we can apply them into the

model of emotional negotiation?

This chapter solves the problem how to measure emotions in negotiation. Here

we first describe a numerical measurement for emotions – PAD (Pleasure - Arousal -

Dominance) emotional scale in Section 6.1. Then we show the detailed mapping in

Section 6.2.
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6.1 Pleasure-Arousal-Dominance Emotional Scale

The PAD (Pleasure-Arousal-Dominance) emotional state model is a general but

precise three-dimensional approach to measuring emotions. Mehrabian [104] reviews

versions of the PAD scales with different dimensions, and lists sets of studies that

report development and refinement of a final set of the scales and consistently yield

three nearly orthogonal dimensions: pleasure - displeasure, arousal - nonarousal, and

dominance - submissiveness. “Pleasure - displeasure” distinguishes the positive -

negative affective quality of emotional states, “arousal - nonarousal” refers to a com-

bination of physical activity and mental alertness, and “dominance - submissiveness”

is defined in terms of control versus lack of control. The analysis shows that these

three dimensions provide a parsimonious base for the general assessment of emotional

states.

Specific terms describing emotions can be visualized as points in a three-dimensional

PAD emotion space. Alternatively, when the PAD scale scores are standardized, each

emotion term can be described succinctly in terms of its values on the pleasure-

displeasure, arousal-nonarousal, and dominance-submissiveness axes. The following

sample ratings illustrate definitions of various emotion terms when scores on each

PAD scale range from -1 to +1: angry (-.51, .59, .25), bored (-.65, -.62, -.33), curious

(.22, .62, -.01), dignified (.55, .22, .61), elated (.50, .42, .23), hungry (-.44, .14, -.21),

inhibited (-.54, -.04, -.41), loved (.87, .54, -.18), puzzled (-.41, .48, -.33), sleepy (.20,

-.70, -.44), unconcerned (-.13, -.41, .08), violent (-.50, .62, .38).

Thus, according to ratings given for “angry,” it is a highly unpleasant, highly

aroused, and moderately dominant emotional state. “Sleepy” consists of a moderately

pleasant, extremely unaroused, and moderately submissive state, whereas “bored” is

composed of highly unpleasant, highly unaroused, and moderately submissive com-

ponents.

Within the PAD Model, there are eight basic and common varieties of emotion,
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as defined by all possible combinations of high versus low pleasure (+P and –P), high

versus low arousal (+A and –A) and high versus low dominance (+D and –D), as in

Table 6.1. Thus, for instance, Anxious (–P+A–D) states include feeling aghast, bewil-

dered, distressed, in pain, insecure, or upset; hostile (–P+A+D) states include feeling

angry, catty, defiant, insolent, and nasty; and exuberant (+P+A+D) states include

feeling admired, bold, carefree, excited, mighty, and triumphant. By focusing on indi-

viduals, extroverted, arousal seeking, exhibitionistic, nurturing, and affiliative persons

are exuberant (i.e., pleasant, arousal, dominant). However, they may differ in terms

of the weights of Trait Pleasure (P), Trait Arousability (A), and Trait Dominance

(D) associated with each. Dependent persons are pleasant, arousal, and submissive.

Anxious or neurotic persons are unpleasant, arousal, and submissive, whereas aggres-

sive persons are unpleasant, arousal, and dominant (e.g., [105]). Mehrabian [106]

provided equations showing relationships of specific personality measures to the PAD

temperament dimensions.

Table 6.1: Basic and Common Varieties of Emotion in PAD

PAD Labels Varieties of Emotion

(+P+A+D) Exuberant
(+P+A–D) Dependent
(+P–A+D) Relaxed
(+P–A–D) Docile
(–P+A+D) Hostile
(–P+A–D) Anxious
(–P–A+D) Disdainful
(–P–A–D) Bored

Some sample emotion terms grouped according to Pleasure, Arousal, and Domi-

nance value are given in [104], where the preceding eight groups of emotion terms are

derived from ratings of 240 emotion terms with the preliminary state pleasure, state

arousal, and state dominance scales. Table 6.2 summarizes the appendix of [104] and

some other samples in documents. The verbally described situations that represent a
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balanced sample of emotional experiences are listed in Appendix B.

Table 6.2: Sample Emotion Terms Grouped on PAD Value

PAD Type Sample Emotion Terms

(+P+A+D) Admired, bold, carefree, dignified, elated, excited, masterful,
mighty, triumphant

(+P+A–D) Amazed, curious, fascinated, grateful, impressed, loved, respectful
(+P–A+D) At ease, comfortable, relaxed, satisfied, secure, unperturbed
(+P–A–D) Consoled, cruel-admired, docile, domineering-timid,

humiliated-lonely, protected, reverent, sleepy, tranquilized
(–P+A+D) Angry, catty, cruel, defiant, hostile, insolent, nasty,

unmotivated-distressed, violent
(–P+A–D) Aghast, bewildered, distressed, fear, frustrated, hungry, in pain,

insecure, neuroticism, puzzled, anxiety, upset
(–P–A+D) Amazed-daring, awed-domineering, disdainful, humiliated-sad,

indifferent, selfish-uninterested, uncaring, unconcerned
(–P–A–D) Bored, despairing, fatigued, inhibited, lonely, sad, sluggish,

subdued

These scales have wide-ranging applications [109]. They are used to assess con-

sumer reactions to products, services, and shopping environments. Additionally the

scales can be used to assess the emotional impact of a workplace, an advertisement,

or a medical or psychotropic drug. For example, Mehrabian in paper [111] uses PAD

value to analyze product preferences of consumers; in paper [107] he illustrates the

power of the PAD Emotion Model by analyzing the Positive-Affect, Negative-Affect

scales and showing the greater ease with which the PAD framework can differentiate

depression from anxiety; Valdez [173] uses PAD Emotion Model for easy and compre-

hensive study of a large and complex area of research; Mehrabian [108] applies the

PAD Emotion Model to broad fields of worker and marital satisfaction and shows how

existing findings in the literature and new findings from the study can be conceptu-

alized and summarized easily. There are also some applications in study of shopping

environments and evaluating consumer reactions to services and products [109], etc.

Recently, there has been some effort to incorporate PAD in Artificial Intelligence
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[110], but the research is in its infancy. Thus, we can use this established method to

record emotion status.

6.2 Mapping Methods Description

According to Chapter 4, the plug-in by OCC model generates three groups of primary

emotions: pleased / displeased responding to consequences of events; approving /

disapproving responding to actions of agents; liking /disliking responding to some

aspects of objects. They actually show some positive or negative trends corresponding

to different objects - events, agents, or aspects of objects.

For the secondary emotions, it generates 22 more specific emotions: happy-for,

resentment; gloating, pity; hope, fear; satisfaction, fear-confirmed; relief, disappoint-

ment; joy, distress; pride, shame; admiration, reproach; gratification, remorse; grati-

tude, anger; love, hate.

Meanwhile, we have 8 varieties of PAD emotions, as in Table 6.1, and some sample

emotions, as in Table 6.2.

Then, how can we map above emotions to PAD values? Including above resources,

other resources we can use are some online tools, such as WordNet [114]. WordNet

is a semantic lexicon for the English language. It groups English words into sets of

synonyms called synsets, provides short, general definitions, and records the various

semantic relations between these synonym sets. It has been used in automatic text

analysis and artificial intelligence applications. Instead of giving specific values of P,

A, and D, the first step is to map the 22 emotions to the 8 varieties of PAD emotions.

If needs be, we can figure out the difference in the value later.

Following the principle of ontology matching, vocabularies generally are separated

into lists of classes, predicates and instances, and then compared class vs. class,

predicate vs. predicate, etc. However, sometimes it is desirable to compare whole
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vocabularies without such classification since some authors may represent similar

concepts with different types of terms.

Here we have two lists of terms from 22 emotions in OCC model and sample

emotions in PAD, and we want to produces a list of matched pairs. Each pair contains

two terms: one from the source, OCC emotion set, and the other from the target,

sample emotions in PAD, or PAD emotion set. Each term can be multi-word, such

as “happy-for”, etc. The matched pairs are then found through combining following

four methods [92]:

1. Whole term matching: This is the first as well as the simplest procedure to be

executed. The terms in both ontologies are converted to lowercase and then

compared for an exact name string match. For example, we have “fear” in 22

OCC emotions, and we also have “fear” in PAS sample emotion terms, thus we

directly map “fear” to (–P+A–D).

2. Word constituent matching: This is the second procedure to be executed. Each

term is broken into words wherever there is a capital letter, a hyphen or an

underscore. Words such as “a”, “the”, “of”, “in”, “for”, etc. are dropped from

multi-word terms. For example, “happy-for” is changed to “happy”. Remaining

words for each term are morphologically processed and compared in exact string

match to words of each term from the target ontology. Using this procedure,

un-obvious matching term pairs such as “anger” and “angry”, “satisfaction”

and “satisfied” can be found.

3. Synset matching: This is the third procedure to be executed. It explores the

semantic meanings of the word constituents by using the WordNet [114] synsets

to help identify synonyms in matching. A synset is a WordNet term for a sense

or a meaning by a group of synonyms. This procedure is similar to the method

in word constituent matching in decomposing multi-word terms into their word
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constituents except that it does not perform direct matching between the words.

For each word in each term in each ontology, if it is in WordNet, then it must

belong to one of the synsets and have at least one WordNet synset index number.

The procedure associates the WordNet synset index numbers of the constituent

words with the term. The synset index numbers are close for synonyms. Thus

the two terms which have the largest number of common synsets are recorded

and presented. The synset index numbers for the 22 OCC emotions are shown

in Table 6.3.

4. Type matching: This is the last procedure, and it explores the ontological

category of each word constituent for matching. It is base on the hyponyms

and hypernyms from WordNet synsets. For example, if A is a feeling of joy, and

B is also a feeling of joy, however we did not find matching of A and B by using

previous method, then we can use this one to match A and B. Thus, using this

procedure, terms that cannot be matched by previous methods, either string

comparison or sense comparison, will be matched if they represent classes or

properties of the same type.

Then we can get a mapping from 22 OCC emotions to PAD sample emotions. The

next step is to represent these OCC emotions with PAD. From PAD sample emotions

to one of the eight PAD variations is easy. However considering that “Dominance”

alludes to some relationship between the subject and the object, we will do some

adjustment according to the situation in OCC model. For example, if the kind of

emotion is a response of an agent to itself, the “Dominance” value should be set to

neutral or 0 since there is nothing about others. The results are shown in following

Section 6.3.
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6.3 Mapping Process and Results

By following above process, we have following mapping by applying whole term

matching and word constituent matching: fear⇒ fear (–P+A–D); satisfaction⇒ sat-

isfied (+P–A+D); distress ⇒ distressed (–P+A–D); admiration ⇒ admired (+P+A

+D); anger ⇒ angry (–P+A+D); love ⇒ loved (+P+A–D).

To apply synset matching, we first get the synset index numbers from WordNet

for the 22 OCC emotions as in the following Table 6.3.

By applying synset matching and type matching we get following mappings as in

Figure 6.1.

Considering the relationship between the original OCC emotions and the mapped

emotions, and the detailed situation for each OCC emotions, we get the following

PAD representation, as in following Table 6.4. If an emotion may be positive or

negative value on some dimension, we set it be “N” – neutral. For example, “happy”

has one sense that is mapped to “elated” (+P+A+D), and another is mapped to

“satisfied” (+P–A+D), then we set “A” value to be “N” since it can be positive or

negative. The “D” value is also adjusted according to the relationship between the

subject and the object in the OCC model.

6.4 Summary

This chapter gives a mapping from 22 OCC emotions to PAD sample emotions

space and then classified to 8 groups. The mapping has following features:

• It is consistent with the senses in WordNet. During our mapping process, the

WordNet is interpreted and used as a lexical ontology. The hypernym/hyponym

relationships among the synsets is interpreted as specialization relations between

conceptual categories.
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Table 6.3: Synset Index Numbers for OCC Emotions

OCC Emotions Word Class Synset Index Numbers

happy adjective 01194588, 01088951, 02649875, 01040585
resentment noun 07446390
gloating noun 07429832

verb 00874329, 02147144
pity noun 07451394, 07205004, 04774185

verb 01804852
hope noun 07409610, 07438591, 05875007, 10032734,

10896562, 04792935
verb 01809579, 01794298, 00697932

fear noun 07417148, 07422123, 07418802
verb 01763725, 01763198, 01763564, 01763430,

01761564
satisfaction noun 07428849, 13800811, 13121678, 01058249
relief noun 07391167, 14253998, 13119882, 10488747,

01194210, 15073413, 07256304, 01073784,
00351073, 04027856, 01061233

disappointment noun 07438140, 00066741
joy noun 07424946, 05756981

verb 01796740, 01796355
distress noun 07394350, 14284168, 14134837, 00083473

verb 01780950
pride noun 07406373, 07429110, 04831402, 07886934,

00746908
verb 01755494

shame noun 07404456, 14248441, 07205004
verb 02522971, 02483927, 01775138, 01097127

admiration noun 07398628, 07407864, 01203324
reproach noun 06623791, 14250018

verb 00817162
gratification noun 13800811, 01058464
remorse noun 07433612
gratitude noun 07402230
anger noun 07414249, 13850329, 00747687

verb 01768967, 01769975
love noun 07440729, 05741438, 09704247, 07386227,

13421623, 00834429
verb 01758160, 01811592, 01758531, 01414190

hate noun 07443888
verb 01757132
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HappyHappy-for Happiness

Satisfied (+P–A+D)

Elation Elated 
(+P+A+D)

Hostility Hostile (–P+A+D)

Pride
Elation Elated (+P+A+D)
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Gloating
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Admired (+P+A+D)
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Frustrate  (–P+A–D)
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Triumphant  (+P+A+D)
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Shame Upset  (–P+A–D)
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Disappointment

Loneliness Lonely (–P–A–D)Remorse

GratefulnessGratitude Grateful (+P+A–D)

HostilityHate Hostile (–P+A+D)

Figure 6.1: Mapping by Synset Matching and Type Matching
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Table 6.4: OCC to PAD Mapping Result

OCC Emotions Pleasure Arousal Dominance

happy-for + N +
resentment – + +
gloating + + +
pity – + –
hope + + +
fear – + –
satisfaction + – +
fear-confirmed – – –
relief + – +
disappointment – + –
joy + + N
distress – + N
pride + + N
shame – + N
admiration + + +
reproach – + –
gratification + – +
remorse – – –
gratitude + + –
anger – + +
love + + –
hate – + +

• It is consistent with the situation in the OCC model. Since WordNet is a

universal database that has a lot of basic semantic, it does not consider the

specific situation in the OCC model. Thus, some adjustment is applied, such

that the results fit better.

For better mapping, we would like to apply some statistical method in the future

as well: for example, ask 100 or more people to do this mapping subjectively. We can

then compare the statistical result.

So far, we have the plug-in based on OCC model to generate and update emotions.

For the primary emotions, we just record them as kind of the positive or negative

trends, which could simply be applied to speed up the decision process. And for the
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secondary emotions, the 22 emotions generated from OCC model, we mapped them

to the PAD emotion scale. Then the next step is figure out the decision process –

how would these 3 dimensions affect the negotiation result. Next chapter will focus

on solving this problem.
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Chapter 7

Emotional Negotiation Strategy

and Evaluation

As introduced above, PAD uses three basic dimensions of emotion: Pleasure –

Displeasure (P), Arousal – Non-arousal (A) or general level of physical activity and

mental alertness, and Dominance–Submissiveness (D) or feelings of control vs. lack

of control over one’s activities and surroundings. It is a numerical measurement,

however it uses three dimensions: Pleasure, Arousal, and Dominance. So, we need

to relate these measurements into automated negotiation, and the problem is how to

combine these dimensions to correctly reflect the effects of emotions in negotiation.

Thus, this chapter shows how to combine the three dimensions in PAD emotion

scale and use them to implement emotionally enhanced automated negotiating agents.

Emotions’ effects on negotiation strategy are modeled as in Section 7.1 by mapping

a rational negotiation strategy to an emotional one, which is called PAD Emotional

Negotiation Model. Section 7.2 gives evaluation about these effects, and the result

shows that it reflects human experience and is consistent with negotiation theory.
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7.1 PAD Emotional Negotiation Model

To relate above chosen measurements into automated negotiation, first we need

to find out the relationships of the three dimensions with human behavior, and map

them to the negotiation. We analyze the details of PAD, and the relationships with

human behavior and negotiation as follows.

• P: Pleasure–Displeasure. This gives the direction of emotions, positive emotion

status / negative emotion status. Generally, for humans, a positive emotional

state is more conducive to a person acting in a friendly and sociable manner

with others; conversely, a negative emotional state tends to heighten chances

that the individual will be unfriendly, inconsiderate, or even rude to others.

During negotiation, a more pleasant agent tends to cooperate with others or

tends to accept others’ offers; on the contrary, a more unpleasant agent tends

to reject others’ offers. We can reflect this relationship to the value system

by assuming that pleasure makes the agent increase the evaluation value and

displeasure makes the agent decrease the value.

• A: Arousal–Non-arousal. This gives the degree of effects on the above intentions

as given by P. Arousal means to rouse or stimulate to action or to physiological

readiness for activity. We can reflect this to the value system of negotiation by

assuming that this measure magnifies or minimizes P’s affection. For example,

if an agent is in pleasure status this emotion makes the agent increase the

evaluation value a little; if the agent is also on arousal, it increases even more.

But, if the agent is in displeasure, then arousal will make the agent decrease

the value more.

• D: Dominance–Submissiveness. This estimates the degree of the ability of being

commanding, controlling, or prevailing over all others, or degree to yield oneself

to the authority or will of another. This description is close to the idea of
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power in Network Exchange Theory (NET) [181]. The agent in a dominant

state or with more power tends to persist in its own proposal and benefit more

in negotiation. However, the D value in PAD is decided by emotional status,

which is subjective; the power in NET is objectively decided by the network

structure. We can relate this measurement to the value system of negotiation

by assuming that since a dominant agent tends to persist in its own proposal

it will tend to decrease the evaluation value. On the other hand, if the agent is

submissive, it will tend to yield and accept the other agent’s proposal.

By analyzing and combining all the above relationships together, we define the

following emotional state function:

Se(rp, ra, rd) = rp · (1 + ra)− rd

where rp, ra, rd ∈ (−1, 1) are a measurement of the three dimensions of the PAD

model. They define an emotional status. For example, anger is defined as {−0.51, 0.59,

0.25}, which means rp = −0.51, ra = 0.59, rd = 0.25 [110], fear is {−0.64, 0.60,−0.43}.

The emotional worth We is then defined as

We(Se, e, i) = Se(rp, ra, rd) ·W (e, i).

We can also define the effects of emotion on the rational evaluation to be given

by F where

F = re · Se(rp, ra, rd).

F tells us how much the rational evaluation will increase or decrease due to the

emotional state. For example, if F = 0.1 and the rational worth function is given by

W then the emotional state makes the worth increase by 0.1 ·W .
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The agent’s decision is thus based on

ji
opt = arg max

j:e0→e∈J
re · (rp · (1 + ra)− rd) ·W (e, i) +W (e, i)− c(j, i)

So far, we have presented a detailed equation for the optimal plan. The negotiation

protocol we assume has the agent offering a new proposal or accepting the other’s

proposal at each time step. If the proposal is accepted then negotiation ends. The

difference between the offers at successive time steps at time τ is called dτ . Different

agents may use different strategies for proposing their next offer. As such, dτ could

be a constant, as in the monotonic concession protocol [142], or it could change. We

let S(τ) be the agent’s strategy function. For example, an agent using the monotonic

concession protocol would have S(τ) = d.

Given a rational agent with a strategy function S(τ), we can convert it to an

emotional one by mapping the original strategy function to a new one S ′(τ), as such:

S ′(τ) = M(S(τ))

= re · Se(rp, ra, rd) · S(τ) + S(τ)

where M(·) is our emotional mapping function that maps rational strategies to emo-

tional strategies.

7.2 Evaluation

We consider a situation where two agents need to reach an agreement on a given

issue. We assume the agents use a protocol based on the the strategic-negotiation

model [80, 79], which is derived from Rubinstein’s model of alternating offers [144].

We consider cases with only two agents: A and B. It is assumed that the agents
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can take actions in the negotiation only at certain times in the set T = {0, 1, 2...}

that are determined in advance and are known to the agents. In each period τ ∈ T of

the negotiation, if the negotiation has not terminated earlier, the agent whose turn

it is to make an offer at time τ will suggest a possible deal, and the other agent may

either

1. accept the most recent offer or proposal,

2. reject it,

3. opt out of the negotiation.

If an offer is accepted by both agents, then the negotiation ends, and the offer

is implemented. If at least one of the agents opts out of the negotiation, then the

negotiation ends and a conflict outcome results. If no agent has opted out and at

least one agent rejects the offer, then the negotiation proceeds to period τ + 1 where

a new offer is made.

In theory, both agents can keep rejecting offers so that an agreement may never

be reached (in that case we talk about disagreement or a conflict deal). However, an

agent’s utility depends on the value at which an agreement is reached as well as on

the time at which it is reached, hence disagreement is the worst possible outcome for

both players. Our model makes the following further assumptions:

• Agreement is preferred : agents prefer any deal at least as much as disagreement.

• Agents seek to maximize utility : agents prefer to get larger utility values.

• Agents have a reservation price: if the utility is below the reservation price, an

agent would rather not reach agreement.

Now, let’s consider the following specific scenario: two agents A and B want to

split $10. To see the property of the rp, ra, rd clearly, we let the strategy function
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Figure 7.1: Rational Negotiation Process (re = 0)

of both agents be the simplest one, a constant ε, as in the monotonic concession

protocol:

S(τ) = ε

Assuming ε = $1 for each time round, then rational agents with re = 0 will have

their rational negotiation process described as in Figure 7.1. A’s strategy is described

as the dotted line. A starts by giving its best offer: “A gets $9 and B gets $1”.

At each time step of the negotiation A will propose a new offer along this dotted

linear line until it reaches its reservation price or the negotiation ends. B’s strategy

is similar and is described by the solid line. All the possible deals are represented as

points on the y-axis. For example, A gets $9 and B gets $1, or A gets $8 and B gets

$2, etc. The x-axis shows the time rounds. The cross point shows when and what

deal agents A and B will agree on. In this case, they end with A getting $5 and B

getting $5.

We now show how to add emotions to these agents. We let the agents be com-

pletely emotional, that is, re = 1, and vary their emotional dimensions rp, ra, rd
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Emotional Negotiation(P property)
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Figure 7.2: Emotional Negotiation Process (re = 1, ra = 0, rd = 0)

separately. Figure 7.2 shows an example where we set re = 1, ra = 0, rd = 0, which

lets emotion features A and D be neutral and lets rp vary from -1 to 1. From this

figure, we can see that:

• A more pleasant agent ends up with a deal more quickly, and a more unpleasant

agent ends up with a deal more slowly;

• Agents of the same type with the same pleasure status end up with the same

benefit. That is, they will reach the deal where A gets $5 and B gets $5;

• If two agents of the same type but with different pleasure status engage in

negotiation, then they will reach an agreement that is more favorable to the

more unpleasant agent.

We can see that the above results fit our intuition as well as our theory. A pleasant

person easily accepts any offer, which means he might not benefit as much. However,
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Emotional Negotiation(A property)
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Figure 7.3: Emotional Negotiation Process (Top: re = 1, rp = 1, rd = 0; Bottom:
re = 1, rp = −1, rd = 0)

if there are many different negotiations, then we can imagine that a pleasant person

will end up with a lot of different deals. Our model is similar. Since a more pleasant

agent ends up with a deal more quickly, it has time for other possible trades. Thus,

its short-term loss might translate into a long-term gain.
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Let’s now consider emotion feature A’s property by setting re = 1, rp = 1, rd = 0

and letting ra vary from -1 to 1; then by setting re = 1, rp = −1, rd = 0 and letting

ra vary from -1 to 0. The negotiation process for these two cases is described in

Figure 7.3. Notice that in the bottom figure we do not show negotiation lines for

ra > 0, because the value will decrease to negative for this extreme case rp = −1, and

the negotiation will end immediately, since it is below the reservation price. In other

words, the effects of emotion F can’t be less then -1, which makes the negotiation

stop. By analyzing these cases, we can find the following properties for emotion

feature A:

• A more aroused agent with pleasure status will end up with a deal even more

quickly, but a more aroused agent with displeasure status will end up with a

deal more slowly; a more non-aroused agent with pleasure status will end up

with a deal more slowly, but a more non-aroused agent with displeasure status

will end up with a deal more quickly. In other words, arousal magnifies the

effect of the agent’s pleasure/displeasure status, and non-arousal minimizes the

effect of the agent’s pleasure/displeasure status.

• Two agents of the same type with the same pleasure and arousal status end up

with the same benefit. That is, they reach a deal where A gets $5 and B gets

$5;

• If two agents of the same type with the same pleasure (displeasure) status but

different arousal status engage in negotiation, the result is that the one that is

more aroused will benefit less (more).

Finally, let’s consider emotion feature D’s property by setting re = 1, rp = 0, and

letting rd vary from -1 to 1. The negotiation process is shown in figure 7.4. As before,

we can find the following properties for emotion feature D after analyzing the figure.
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Emotional Negotiation(D property)
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Figure 7.4: Emotional Negotiation Process (re = 1, rp = 0)

• A more dominant agent takes longer to reach an agreement, and a more sub-

missive agent reaches an agreement faster;

• Two agents of the same type, with the same dominance / submissiveness status,

end up with equal benefit. That is, they reach a deal where A gets $5 and B

gets $5;

• If two agents of the same type, but with different dominant / submissive sta-

tus, engage in negotiation, then the dominant agent will benefit more and the

submissive agent will benefit less.

Above all, the properties of the emotion features P, A, D in the model reflect

human experience, and agents of the same type with the same emotional status

end up with a deal with equal benefit for both as in negotiation theory, which is

summarized in Table 7.1.

We note that there are some limitations to our analysis. Namely, agents with

complex strategies would not be represented by a linear strategy function, but might
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require complex curves. Also, an agent’s emotional state might change during the

course of negotiation, which would have the effect of changing the strategy function.

However, our analysis should still hold if we consider small enough time intervals.

Any curve can be approximated by a line for small enough lengths and a changing

function can be approximated by a fixed function for small enough time steps.

7.3 Summary

This chapter proposed an automated negotiation model that incorporates emo-

tions into the agents’ strategies. We evaluated the model and showed that it reflects

human experience and negotiation theory. Specifically, the P -dimension shows that

a pleasant agent ends up with a deal faster but benefits less in a single trade; the A

dimension magnifies or minimizes the trends of the P dimension; the D-dimension

shows that a dominant agent insists on its own benefit, and it benefits more from the

deal but reaches a deal slower. No matter what, agents of the same type and same

emotional status will end up with a deal of equal benefit.

In the work above, we show how the emotional status of agents affects their

negotiations, which is an important but very basic step. Since there are no previous

numerical human experience data we could compare our model with, we simply gave

the reasonable range for the model and verified that it does reflect human experience.

The popular practical value ranges for each dimension are still to be collected.

95



Chapter 8

Conclusion and Future Work

This dissertation focuses on the effects of emotions on decision-making. By in-

troducing primary and secondary emotion into BDI architecture, we first present a

generic architecture for an emotional agent, EBDI, which can merge various emo-

tion theories with an agent’s reasoning process. It implements practical reasoning

techniques separately from the specific emotion mechanism. The separation allows

us to plug in emotional models as needed or upgrade the agent’s reasoning engine

independently. Sample agents in Tileworld show that an EBDI agent can have better

performance than traditional BDI agents.

Next, we try to apply this architecture in automated negotiation. Then a plug-

in for EBDI architecture is designed, which modifies the OCC model, a standard

model for emotion synthesis, to generate emotions. And I analyze the possibility

to incorporate emotions into negotiation and generate EWOD (Emotional Worth-

Oriented Domain), which requires emotions to be numerical. Thus, a mapping from

22 OCC emotions to 3-dimension numerical PAD emotions is given. Finally, how these

3-dimension emotions affect the negotiation strategy is described and an evaluation

is given which shows that it can be used to implement agents with various emotional

states that mimic human emotions during negotiation.

Thus we can potentially design an agent for negotiation with a high EQ agent
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according to specific applications and purposes. For example, we can design different

emotional agents in negotiation by adjusting the P-A-D value. According to different

purpose, we can apply desired P-A-D value. However, to collect these data need a

lot of testing and the design should be based on the test result. This is an area for

future research.

Since negotiation is already used widely to solve many problems in different do-

mains, and this research is based on a general process of negotiation, the research

results can also be widely used in other areas.

Beyond the area of automated negotiation, the EBDI architecture can also be

applied to many other areas, such as affective control. These areas are to be extended

and applied. Also, the designed plug-in can be used for other application as well.
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Appendix A

Broadening the Semantic Coverage

of Agent Communicative Acts

Abstract: Communicative acts-based ACLs specify domain-indepen-

dent information about communication and relegate domain-dependent

information to an unspecified content language. This is reasonable, but

the ACLs cover only a small fraction of the domain-independent informa-

tion possible. As a key element of modern ACLs, the set of communicative

acts needs to be as complete as possible to allow agents to communicate

the widest range of information with agreed-upon semantics. This paper

describes a new approach to broaden the semantic coverage of agent com-

municative acts. It provides agents with the ability to express more of the

semantics of human languages and yields a more powerful ACL. We first

describe the main meaning categories and semantics for an ACL, which

we derive from prior work on speech-act classifications. Next, we prove

the resultant semantic coverage. Finally, we present some example appli-

cations, which demonstrate that the approach can combine the benefits of

the FIPA ACL with Ballmer and Brennenstuhl’s speech act classification,

resulting in a more expressive and efficient ACL.
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As a critical element of multi-agent systems and a key to the successful application

of agents in commerce and industry, modern agent communication languages (ACLs),

such as the FIPA ACL, provide a standardized set of performatives denoting types of

communicative actions. Such ACLs have been designed as general purpose languages

to simplify the design of multi-agent systems. However, recent research shows that

these ACLs do not support adequately all relevant types of interactions. Serrano

and Ossowski [156] report a need for new ad hoc sets of performatives in certain

contexts, which the FIPA ACL does not support. Singh [162] points out that agents

from different venders or even different research projects cannot communicate with

each other. In [76], Kinny shows that the FIPA ACL has a confusing amalgam of

different formal and informal specification techniques whose net result is ambiguous,

inconsistent and underspecified communication. He proposes a set of requirements

and desiderata against which an ACL specification can be judged, and briefly explores

some of the shortcomings of the FIPA ACL and its original design basis.

Early work on communicative act-based ACLs, such as KQML and FIPA, sepa-

rated the communication problem into three layers—a message transport layer pro-

viding the mechanics of a communication, a domain-independent layer of communi-

cation semantics, and a domain-dependent content layer. The ACL speech acts were

intended to describe the domain-independent middle layer. The problem is that the

22 communicative acts in the current FIPA ACL cover only a small fraction of the

domain-independent concepts that an agent might want to express. For example,

one agent can inform another of a domain concept using the FIPA ACL, but cannot

promise another something. If an agent wants to make a promise, its only recourse

is to express it in the content language, for which there typically is no standardized

support.

Therefore, a larger set of communicative acts would be desirable in an ACL to

improve understanding among agents. Recognizing that the ~4800 speech acts in [10]
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would be desirable but impractical to use individually, we describe a feasible approach

to broaden the semantic coverage of ACLs by formalizing speech act categories that

subsumes the ~4800, enabling the meanings of all the speech acts to be conveyed.

Different from [21], we focus on the standard messages used for communication instead

of designing a conversation protocol.

Specifically, Section A.1 describes prior work on a comprehensive classification of

speech acts by Austin, Searle, and Ballmer and Brennenstuhl. The main meaning

categories and their semantics are given in Section A.2, where we use FIPA’s formal

semantic language to represent the semantics of our communicative act categories.

This permits our approach to combine the benefits of the FIPA ACL with a broader

set of communicative acts. Finally, Section A.3 proves the semantic coverage by

comparing it with the FIPA ACL, and several example applications are described in

Section A.4.

A.1 Research Background

Current ACLs derive their language primitives from the linguistic theory of speech

acts, originally developed by Austin [8]. The most important part of his work was

to point out that human natural language can be viewed as actions and people can

perform things by speaking. Austin also classified illocutionary acts as verfictives,

exercitives, commissives, behabitives and expositives [8]. The classification has been

criticized for overlapping categories, too much heterogeneity in categories, ambiguous

definitions of classes, and misfits between the classification of verbs and the definition

of categories [10, 154].

Austin’s work was extended by Searle [154, 152, 153], who posited that an illo-

cutionary speech act forms the minimum meaningful unit of language. He classified

speech acts into five categories: assertives, directives, commissives, declaratives, and
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expressives. Searle’s speech act theory focusses on the speaker. The success of a

speech act depends on the speaker’s ability to perform a speech act that should be

understandable and successful.

Ballmer and Brennenstuhl [10] criticize six aspects of Searle’s classification: clar-

ity, definition of declaratives as a speech act type, principles used in the classification,

selection of illocutionary verbs, vague definition of the illocutionary point, and vague-

ness of the line between illocutionary force and propositional content. They propose

an alternative classification, which contains both simple linguistic functions such as

expression and appeal, and more complex functions such as interaction and discourse.

Models for alternative actions are formed and verbs are classified according to the

phases of the model.

Ballmer and Brennenstuhl’s classification has motivated us to rethink the speech

acts used in ACLs. Since the classification is based on an almost complete domain

(~4800 speech acts) and the authors claim they provide a “theoretically justified”

classification “based explicitly and systematically on linguistic data”, we believe that

to generate a speech act set for ACLs based on their classification will be a powerful

way to represent meaning. However, this classification is not perfect: the classifica-

tion for English is obtained by translating the verbs of a German classification, the

names of the categories are not systematically chosen, and there is no formal semantic

representation for the categories. However, most of these problems can be fixed by

rebuilding the categories. Thus, we endeavour herein to derive a reasonable set of

categories for agent communication from their theory and to give a formal semantics

using more typical English names.

121



A.2 Semantic Description

This section describes the semantic categories for a relatively complete set of

speech activity verbs, derived from the classification in [10]. The categories reflect an

ontological and a conceptual structuring of linguistic behaviour. The main categories

and their relationships are represented in Figure A.1. The top node, Speech Acts,

represents the entire set of speech acts in human language and the four major groups—

Emotion Model, Enaction Model, Interaction Model and Dialogic Model—represent

four basic functions of linguistic behaviour.

The Emotion Model is the most speaker-oriented and focusses on representing

kinds of emotional states of a human or agent.

The Enaction Model is a function directed toward a hearer, by which a speaker

tries to control the understanding of the hearer.

The Interaction Model is a function involving speaker and hearer in mutual verbal

actions. This group includes three sub-categories to represent different degrees of the

mutual competition: (1) in the Struggle Model, the speaker tries to get control over

the hearer, or the speaker is more competitive in controlling mutual verbal actions;

(2) in contrast, the hearer is more competitive in the Valuation Model; and (3) in the

Institutional Model, the hearer and speaker are equally competitive.

The Dialogic Model covers a kind of reciprocal cooperation where there is a better-

behaved and more rigidly organized verbal interaction. Its three sub-categories focus

on different types of the content and the organization: (1) the Discourse Model fo-

cusses on the organization and types of discourse; (2) the Text Model focusses on the

textual assimilation and processing of reality, i.e. the specific knowledge involved; (3)

and the Theme Model focuses on the process of thematic structuring and its results,

in other words, the structure or organization of some knowledge system.

In the above ontology, the four basic models can be divided into unilateral and

multilateral models. The Emotion Model and Enaction Model are unilateral, because
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Discourse 
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Figure A.1: Ontology of the Main Speech Act Categories

they focus on a single speech action. The Interaction Model and Dialogic Model are

multilateral, because they consider the response from a hearer. The Emotion Model

and Interaction Model are more original and less constrained, and the Enaction Model

and Dialogic Model are more institutionalized and controlled. Practically, these four

basic models may be combined.

We next define several formal semantic model notations and then describe the

detailed semantics for the meaning categories.

Formal Semantic Model Notations

The semantic model used in representing the categories in this paper follows

the formal semantic language described for the FIPA ACL [50]. Components of the

formalism are

• p, p1, ... are closed formulas denoting propositions;

• φ, ψ are formula schemes, which stand for any closed proposition;

• i, j are schematic variables denoting agents.

The mental model of an agent is based on four primitive attitudes: belief (what the

agent knows or can know); desire (what the agent desires); intention (an agent’s per-

sistent goal that could lead to some actions); and uncertainty. They are respectively

formalized by operators B, D, I, and U :
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• Bip agent i (implicitly) believes (that) p;

• Dip agent i desires that p currently holds;

• Iip agent i intends a persistent goal p;

• Uip agent i is uncertain about p, but thinks that p is more likely than ¬p;

We use the abbreviations:

• Bifiφ ≡ Biφ ∨Bi¬φ, which means that agent i believes either φ or ¬φ.

• Uifiφ ≡ Uiφ ∨ Ui¬φ, which means that either agent i is uncertain about φ (φ

is more likely) or ¬φ (¬φ is more likely).

To support reasoning about action, we also introduce operators Feasible, Done

and Agent:

• Feasible(a, p) means that an action a can take place and, if it does, then p will

be true.

• Done(a, p) means that when p is true, then action a takes place.

• Agent(i, a) means agent i is the agent who performs action a.

Generally, the components of a speech act model involved in a planning process

should contain both the conditions that have to be satisfied for the act to be planned

and the reasons for which the act is selected. The former is termed FP (feasibility

preconditions) and the latter RE (rational effect). We use the same model here,

represented as

< i, act (j, C) >

FP : φ1 (A.1)

RE : φ2
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where i is the sender or speaker, j the recipient or hearer, act is the name of the

speech act, C is the semantic content, and φ1 and φ2 are propositions.

Emotion Model

The Emotion Model focusses on representing the emotional states of a human or

agent. We assume there is a finite set of emotions, E, represented as

E = {e+, e0, e−} (A.2)

where e+ is an emotion in the set of positive emotions, which is characterized by or

displaying a kind of certainty, acceptance or affirmation (about the content involved),

such as {happy, love, ...}; e0 is in the set of neutral emotions, which does not show any

tendency, such as {hesitate, ...}; e− is in the set of negative emotions, which intends

or expresses a kind of negation, refusal or denial, such as {angry, sad, afraid , ...}.

The Emotion Model is represented as follows:

< i, em (j, φ) >

FP : ¬Bi (BjAgent(i, em(φ))) ∧Di(BjAgent(i, em(φ))) (A.3)

RE : Bj Agent(i, em(φ))

where em ∈ E and the semantic content φ can be empty. Here, desire D is used

instead of the stronger notion I, since emotions are easy to show for humans. This

model represents that agent i sends a message to j that i has emotion em about φ or

i is in the state of em when φ is empty. The FP shows that, when agent i does not

believe that agent j knows that i is currently in emotion em about φ, and i desires

that j knows it, then this message can be sent. The RE shows that the desired result

is that agent j believes that i is in emotion em about φ.

To simplify usage of this model, we can directly use e+, e0, or e− as communicative
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Table A.1: Foundational Meaning Units of Emotional Speech Acts

+ 0 -
happy N/A sad
love N/A hate

excited nervous angry
desire hesitate fear
N/A shocked N/A

acts. In this case, we focus on the effect of the emotion speech act on the content

φ. That is, for a positive effect, i hopes j knows that i has an intention on φ; for a

negative one, i hopes j knows that i has a negative intention on φ; for a neutral one,

i shows its attitude is uncertain about φ. Just like human interactions, we do not

have to know the precise value of an attitude. Instead, we just need to know that

something is viewed favourably, unfavourably or neutrally.

However, detailed emotions are also desirable in some cases. To make this usable,

we generate a set of foundational meaning units from 155 emotion speech acts listed

in [10]. Table A.1 gives the foundational meaning units of emotions that combine the

idea from [1, 43], and they are organized with consideration of positive, neutral and

negative values.

In Table A.1, each row represents a kind of meaning unit. In the first row, sad

has the opposite meaning of happy. Hate has the opposite meaning of love in the

second row. Excited represents a positive attitude to something with strong feeling,

nervous represents a strong uncertain feeling about something and angry represents

a strong negative feeling about something. In the fourth row, desire shows a feeling

to get something, hesitate shows no intentions or some uncertainty and fear shows

a feeling to avoid something. In the last row, shocked shows a neutral feeling about

surprise.
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Enaction Model

In the Enaction Model, the speaker more or less coercively attempts to get the

hearer to do something by expressing an idea, wish, intention, proposal, goal etc.

There are many speech acts in this group. To organize them and simplify the usage,

we define the set of enactions as:

EN = {en+, en−} (A.4)

Unlike the Emotion Model, which describes emotions, the Enaction Model tries

to make a hearer do something. Thus, there are no neutral enactions: if agent i does

not want j to do anything, i does not have to send any message to j. en+ is an action

in the set of positive enactions, such as {intend, desire, askfor, encourage, ...}; en−

is an action in the set of negative enactions, such as { warning, cancel, ...}.

The Enaction Model can be defined as:

< i, en±(j, φ) >

FP : ¬Biφ ∧Diφ ∧Bi(Bjφ ∧ ¬Djφ) for en+ (A.5)

¬Bi¬φ ∧Di¬φ ∧Bi(Bj¬φ ∧ ¬Dj¬φ) for en−

RE : Done(en±(φ))

where en± ∈ EN . This model represents agent i sending a message to j to ask j to

do en± on φ. The FP shows that this message could be sent for en+ when i does

not believe that i can do φ and it desires φ, while i believes that j can do it, but j

does not want to do it. FP is the same for en−, except φ is replaced by ¬φ. The

expected result is that en± on φ is done. Practically, j could just add the action to

its action queue for a positive enaction (in this case, Done(en+(φ)) = Done(φ)) or

delete it from its queue for a negative enaction.
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Interaction Model

The Interaction Model is a function involving a speaker and a hearer mutually

interacting. We assume an interaction set IN and the communicative act set Acts so

that IN ⊆ Acts, and for some in ∈ IN and act ∈ Acts, ∃rule : in→ act, such that:

< i, in(j, (a, goal)) >

FP : Iigoal ∧ ¬BiDone(a) ∧DiDone(a) ∧Bi(Agent(j, a) ∧ ¬DjDone(a))(A.6)

RE : Done(a) ∧ (< j, act(i, (a′, goal − a) > ∨ < j, succeed(i, goal) >)

∨ < j, fail(i, goal) >

where a, a′ are actions, and goal can be a plan or a sequence of actions. This model

represents agent i sending a message to j to ask j to do action a for some goal.

The FP shows that i intends to achieve the goal, so i desires to do a but cannot

do it itself, and i believes that j can do it. However, j does not desire to do it.

The expected result is j does a first, and then generates another message back to i.

This reply message follows the rule in → act. Generally, the message has the form

< j, act(i, (a′, goal− a) >, which means that after j has done a, it generates another

action a′ and reduces the goal. In some cases, for example after j has done a and

the goal is already achieved, then j sends back the message < j, succeed(i, goal) >,

which means that the goal is achieved. Another extreme case is that j finds out that

the goal is impossible to be achieved, then it sends back message < j, fail(i, goal) >,

which means the goal is unachievable.

There are three subcategories of the interaction model representing different de-

grees of the mutual competition: Struggle Model, Institutional Model and Valuation

Model. In the Struggle Model, the speaker tries to get control over the hearer or the

speaker is more competitive in controlling mutual verbal actions. In this case, the

rule in→ act is decided by the speaker or sender i.
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In the Institutional Model, the hearer and speaker are equally competitive. For

example, the establishment of a behaviour in an institution equally affects the uphold-

ers of and the participants in the institution, especially when entering an institution

and thereby adopting its norms, following its norms and rules, violating them and

being pursued by the upholders of the institution. Thus, the agents i and j should

have some common rule system defined in advance.

In the Valuation Model, the hearer is more competitive, so it decides which com-

munication act to use in its reply. That is, the rule in → act is decided by agent

j after its evaluation of the previous message. Details of the Valuation Model cover

both positive and negative valuations of actions, persons, things and states of affairs.

Dialogic Model

The Dialogic Model covers a kind of reciprocal cooperation, and is a more regular

and constrained verbal interaction. For this model, we at first assume a dialogic

speech act set DS and the communicative act set Acts so that DS ⊆ Acts, and for

some d ∈ DS and act ∈ Acts, ∃rule : d→ act, such that

< i, d(j, φ) >

FP : Biφ ∧DiBjφ (A.7)

RE : Bjφ∧ < j, act(i, φ′) >

For agent i to send a message to j about φ in this model, agent i believes φ, and

i desires j to believe it. The expected result is that j believes φ and j replies to i

with another message about a new φ, which is the reasoning result of agent j, and

the communicative act used in the message follows the rule d→ act.

Corresponding to the three subcategories that focus on different types of content

and organization, we can define three types for φ:
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• The Discourse Model focusses on the organization and types of discourse, so φ

points to some kind of type or organization that is predefined. For example,

according to the status of a discourse, it could be {beginning discourse, being

in discourse, discourse inconvenience, reconciliation of discourse, ending dis-

course }; according to the attitude for some content, it could be {accept, refuse,

cancel }; according to the number of agents involved in the discourse, it could

be {discourse with several speakers, discourse with one speaker, ... }; or a kind

of irony, joke etc.

• The Text Model focusses on the textual assimilation and processing of the

specific knowledge involved, i.e. φ describes some knowledge about perceiving

reality, producing texts, systematically searching for data etc.

• The Theme Model focusses on the process of thematic structuring and its re-

sults, in other words, φ points to the structure or organization of some knowledge

system.

A.3 Proof of Semantic Coverage

The FIPA ACL has four primitive communicative acts, and its other communicative

acts are composed of the primitive acts or are composed from primitive messages by

substitution or sequencing [50]. The four primitive acts are:

• The Assertive Inform:

< i, inform(j, φ) >

FP : Biφ ∧ ¬Bi(Bifjφ ∨ Uifjφ)

RE : Bjφ
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• The Directive Request:

< i, request(j, a) >

FP : FP(a)[i\j] ∧BiAgent(j, a) ∧Bi¬PGjDone(a)

RE : Done(a)

where FP(a) denotes the feasibility preconditions of a; FP(a)[i\j] denotes the

part of the FPs of a that are mental attitudes of i; and PGiP means that i has

P as a persistent goal.

• Confirming an Uncertain Proposition (Confirm):

< i, confirm(j, φ) >

FP : Biφ ∧BiUjφ

RE : Bjφ

• Contradiction Knowledge (Disconfirm):

< i, disconfirm(j, φ) >

FP : Bi¬φ ∧Bi(Ujφ ∨Bjφ)

RE : Bj¬φ

Furthermore, among the 22 communicative acts of FIPA ACL, the composite ones

corresponding to the above four primitive acts are as shown in Figure A.2:

• Inform: accept-proposal, agree, failure, inform-if, inform-ref, not-understood,

propagate, propose, proxy, reject-proposal, request-when, request-whenever,

subscribe
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Figure A.2: Relationship of FIPA Primitive and Composite Communicative Acts

• Request: cfp(call for proposal), query-if, query-ref

• Confirm: N/A

• Disconfirm: cancel, refuse

It can be seen that the composite communicative acts relate to the primitive ones

unevenly. Most of the communicative acts are derived from inform, and even the

primitive acts, confirm and disconfirm, are special cases of inform, which can be

proved as follows.

Lemma 1. In the primitive communicative acts of FIPA ACL, confirm (< i, confirm

(j, φ) >) is a special case of inform (< i, inform(j, φ) >).

Proof. Comparing the definitions of confirm and inform, we see they have the same

message body format and rational effect — RE. The only difference is the feasibility
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preconditions — FP . We can then try to prove that FP of confirm is a sufficient

but not necessary condition of inform. That is, when the FP of confirm is satisfied,

the FP of inform is also satisfied, or the satisfaction of FP of confirm can trigger

an inform message; alternatively, the FP of confirm is not necessary for sending an

inform.

FP of inform is:

Biφ ∧ ¬Bi(Bifjφ ∨ Uifjφ)

≡ Biφ ∧ ¬Bi((Bjφ ∨Bj¬φ) ∨ (Ujφ ∨ Uj¬φ)) (A.8)

≡ Biφ ∧ (¬BiBjφ ∨ ¬BiBj¬φ ∨ ¬BiUjφ ∨ ¬BiUj¬φ)

≡ Biφ ∧ (¬BiBjφ ∨BiBjφ ∨ ¬BiUjφ ∨BiUjφ) (A.9)

≡ (Biφ ∧ ¬BiBjφ) ∨ (Biφ ∧BiBjφ) ∨ (Biφ ∧ ¬BiUjφ) ∨ (A.10)

(Biφ ∧BiUjφ)

where Equation (A.8) is derived from the definitions of Bifip and Uifip. We get

Equation (A.9) since agent i not believing j believes φ usually means the same as

agent i believing j does not believe φ.

From Equation (A.11), the last part Biφ ∧ BiUjφ is exactly the FP of confirm.

When FP of confirm is satisfied, that is, when Biφ ∧ BiUjφ is true, then Equation

(A.11) will also be true. However, FP of confirm is not a necessary condition, since

only if one of Biφ ∧ ¬BiBjφ, Biφ ∧ BiBjφ and Biφ ∧ ¬BiUjφ is satisfied, Equation

(A.11) will also be satisfied.

Thus, confirm is a special case of inform.

Lemma 2. In the primitive communicative acts of the FIPA ACL, disconfirm (< i,

disconfirm (j, φ) >) is a special case of inform (< i, inform(j,¬φ) >).
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Proof. Comparing the definitions of disconfirm and inform, we have

< i, inform(j,¬φ) >

FP : Bi¬φ ∧ ¬Bi(Bifj¬φ ∨ Uifj¬φ) (A.11)

RE : Bj¬φ

Thus, we get the same rational effect format — RE. Let’s compare the feasibility

preconditions — FP , and similarly Equation (A.11) can be changed to:

Bi¬φ ∧ ¬Bi(Bifj¬φ ∨ Uifj¬φ)

≡ Bi¬φ ∧ ¬Bi((Bj¬φ ∨Bjφ) ∨ (Uj¬φ ∨ Ujφ))

≡ Bi¬φ ∧ ¬Bi(Bj¬φ ∨Bjφ ∨ Uj¬φ ∨ Ujφ)

≡ Bi¬φ ∧ ¬Bi((Ujφ ∨Bjφ) ∨ (Bj¬φ ∨ Uj¬φ))

≡ Bi¬φ ∧ (¬Bi(Ujφ ∨Bjφ) ∨ ¬Bi(Bj¬φ ∨ Uj¬φ))

≡ (Bi¬φ ∧ ¬Bi(Ujφ ∨Bjφ)) ∨ (Bi¬φ ∧ ¬Bi(Bj¬φ ∨ Uj¬φ)) (A.12)

From Equation (A.12), the first part Bi¬φ ∧ ¬Bi(Ujφ ∨ Bjφ) is exactly the FP

of disconfirm. When FP of disconfirm is satisfied, that is, when Bi¬φ ∧ ¬Bi(Ujφ ∨

Bjφ) is true, then Equation (A.12) will also be true, which will trigger message

< i, inform(j,¬φ) >. However, FP of disconfirm is not a necessary condition, since

if Bi¬φ ∧ ¬Bi(Bj¬φ ∨ Uj¬φ) is satisfied, Equation (A.12) will also be satisfied.

Thus, we proved that FP of disconfirm is a sufficient but not necessary condition to

trigger message < i, inform(j,¬φ) >. In other words, disconfirm (< i, disconfirm(j, φ

) >) is a special case of inform (< i, inform(j,¬φ) >).

So far, we can conclude that there are actually two foundational communicative

acts inform and request. If we can prove that our approach covers the semantic

meaning of these two communicative acts, then our approach covers all the semantic
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meanings of the FIPA communicative acts, since the others can be derived from these

two by adding constraints.

However, we think inform is too general. Considering ¬Bi(Bifjφ∨Uifjφ) in FP

of inform, it actually lists all the possibility of j’s knowledge about φ, such that: i

does not believe j believes φ, or i does not believe j believes not φ, or i does not

believe j is uncertain about φ, or i does not believe j is uncertain about not φ. Since

at least one of them will be true, ¬Bi(Bifjφ ∨ Uifjφ) will always be true. So FP of

inform can be simplified to Biφ, which is reasonable because only if agent i has the

belief φ can it inform j about φ. While, we still think it should not ignore the desire

to have j to believe φ, no matter what i believes or does not believe j’s knowledge

about φ, if i does not have any desire to have j believe φ, why does i want to send

the message to j?

Based on the above analysis, now we prove that our approach covers the semantic

meaning of the two foundational communicative acts inform and request.

Lemma 3. The Dialogic model covers the semantic meaning of FIPA’s inform.

Proof. According to our above analysis of inform, ¬Bi(Bifjφ∨Uifjφ) did not supply

any of i’s opinion on j’s knowledge about φ, and i’s desire for j to know about φ was

also be ignored. By adding these considerations, we can then represent inform with

more precise semantic meaning as:

< i, inform(j, φ) >

FP : Biφ ∧DiBjφ

RE : Bjφ

Then it has a format similar to the semantic representation of the dialogic model,

and the difference is in RE. For the dialogic model, we assume a dialogic commu-

nicative act set DS and the communicative act set Acts with DS ⊆ Acts, and for
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some d ∈ DS and act ∈ Acts, ∃rule : d→ act, If d ∈ DS is a terminal symbol, that

is, there is no rule from d to something else, then in this case, < j, act(i, φ′) > in RE

can be ignored, so that we can get the same semantic meaning of inform. Thus, we

can use the dialogic model to represent the semantic meaning of inform.

Lemma 4. The interaction model covers the semantic meaning of FIPA’s request.

Proof. Let’s first consider the definition of request, which is used to request a receiver

to perform some action. Usually it presumes feedback from the receiver. FP of

request involves three parts:

• FP(a)[i\j]: denotes the part of the FPs of action a that are mental attitudes

of agent i. We do not know exactly what the mental attitudes will be, although

they should satisfy the following conditions for sending out a request: agent i

should intend to have action a done—IiDone(a); and i cannot do a by itself.

• BiAgent(j, a): i believes that j is the only agent that can perform a.

• Bi¬PGjDone(a): this part (in page 36 of [50]) is also presented as ¬BiIjDone

(a) (in page 25 of [50]), which roughly points out a required condition: i does

not believe j intents to do a.

The goal in the interaction model denotes a plan or a sequence of actions. To

get comparable format of the interaction model, we can let the goal involve only one

action, that is, let goal = Done(a). Then the interaction model can be simplified to:

< i, in(j, a) >

FP : IiDone(a) ∧ ¬BiDone(a) ∧DiDone(a) ∧ (A.13)

Bi(Agent(j, a) ∧ ¬DjDone(a))

RE : Done(a)∧ < j, succeed(i,Done(a)) >
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In the BDI model, intention is generated from desire. If we separate desires into

intentional desires (I) and non-intentional desires (NI ), then we can represent Dip to

be Iip ∨ NI i p, such that Equation (A.13) becomes

IiDone(a) ∧ ¬BiDone(a) ∧DiDone(a) ∧Bi(Agent(j, a) ∧ ¬DjDone(a))

≡ IiDone(a) ∧ ¬BiDone(a) ∧ (IiDone(a) ∨ NI iDone(a))

∧Bi(Agent(j, a) ∧ ¬DjDone(a))

≡ IiDone(a) ∧ ¬BiDone(a) ∧Bi(Agent(j, a) ∧ ¬DjDone(a))

≡ IiDone(a) ∧ ¬BiDone(a) ∧BiAgent(j, a) ∧Bi¬DjDone(a)

≡ IiDone(a) ∧ ¬BiDone(a) ∧BiAgent(j, a) ∧ ¬Bi(IiDone(a) ∨ NI iDone(a))

≡ (IiDone(a) ∧ ¬BiDone(a) ∧BiAgent(j, a) ∧ ¬BiIiDone(a)) ∨

(IiDone(a) ∧ ¬BiDone(a) ∧BiAgent(j, a) ∧ ¬Bi NI iDone(a)) (A.14)

The first part of Equation (A.14) has a format similar to the FP of request:

• IiDone(a)∧¬BiDone(a) corresponds to the first part of FP for request, which

presents the detailed required conditions—agent i should intend to have action

a done and i cannot do a by itself.

• BiAgent(j, a) is the same as the second part of FP for request.

• ¬BiIiDone(a) is the same as the third part of FP for request. We did not use

symbol PG in our approach, since PG is very similar to I, and here this part

follows the format on page 25 of [50].

So far, we see that when FP of request is true, the Equation (A.14) will also be

true, and message of interaction model will be triggered. However, the FP of request

is not necessary for Equation (A.14) to be satisfied.

Let’s continue to consider the RE of request, which is the same as the first part

of RE of interaction model. However, the second part is also reasonable for request,
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since in most cases request implies feedback from the receiver.

Thus, request is a special case of interaction model, and the interaction model

covers the semantic meaning of request in the FIPA ACL.

In summary, our approach covers the semantic meaning of the two foundational

communicative acts, so it also covers all the semantic meanings of the communica-

tive acts in the FIPA ACL. Moreover, our approach also covers additional semantic

meanings. For example, our emotion model supplies a way to communicate emo-

tions, which the FIPA ACL does not. We believe it is important to cover emotions

in agent communicative acts, since other researchers [27, 176, 13] have already dis-

covered that emotions influence human decision-making; unfortunately, this influence

has traditionally been ignored.

A.4 Example Applications

This section provides several examples showing how these defined semantic categories

can be used.

Example 1: Bob tells Sue that he loves her. Using the emotion model, the sender

is Bob, the receiver is Sue and φ = Sue to yield the message on the left below. The

expected result will be that Sue has a belief that Bob is in love with her. Since the

FIPA ACL does not have a communicative act with a similar meaning, the content

must include the expression of emotion, as shown in the message on the right.

(love (inform

:sender Bob :sender Bob

:receiver Sue :receiver Sue

:content (Sue)) :content (Bob loves Sue))

The left message separates domain independent from domain dependent informa-

tion better and is less ambiguous.
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Example 2: Jack commands Bill to turn off the TV. Using the enaction model, the

message to be sent is

(command

:sender Jack

:receiver Bill

:content (turn off the TV))

The expected result will be that Bill turns off the TV. The communicative act

command implies a master-slave relationship between the sender and receiver. The

FIPA ACL does not have a similar communicative act, so all the information must

be put in the content, as in Example 1 , although it is more ambiguous.

Example 3: Bob and Jack work together to open a case with ID 011. Bob gets the

key but it is broken. Jack is an expert in fixing keys, so Bob asks Jack to fix the key.

According to the interaction model, the message sent to Jack will be

(interact

:sender Bob

:receiver Jack

:content (fix key) (open case 011))

The goal “open case 011” implies a sequence of actions, which are assumed known

to both sender and receiver in advance. Thus Jack tries to fix the key. If Jack fixes

the key successfully, he will send a reply to Bob that Bob can pick up the key to open

the case now, as shown in the message below on the left. If Jack cannot fix the key,

he will then tell Bob that the goal failed, as shown on the right.
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(interact (fail

:sender Jack :sender Jack

:receiver Bob :receiver Bob

:content (pick-up key) :content (open case 011)

(open case 011 - fix key))

This model is especially useful for multiple agents working together on a project.

Example 4: Bill wants to tell Bob about the structure of the subway system in

Boston, which includes the red line, orange line, green line and blue line. According

to the dialogic model, the message sent to Bob would be

(structure

:sender Bill

:receiver Bob

:content (Subway in Boston: red line, orange line, green line, blue line)

The expected result will be that Bob records the structure information as one

of his beliefs. We can also use FIPA’s inform to represent the above message, but

the relationship of the subway system and those lines would have to be part of the

content.

A.5 Conclusion and Future Work

Comparing our approach to the FIPA ACL reveals that:

Better coverage: our approach covers more of human semantics.

Precise semantics : we adopt the same formalism as used by FIPA for our four

basic categories and subcategories.

Easy usage: An ACL must be easy to use, and the FIPA ACL has many successful

uses. Instead of replacing it, we substitute our communicative acts and keep its

message structure. We organize the communicative acts as an ontology with different
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abstract levels, so that a user or agent can more easily navigate through them to

choose the desired ones.

Better understood : Easy usage requires that the ACL be well understood. How-

ever, the original categories given by Ballmer and Brennenstuhl’s classification are

poor, because the classification is obtained by translating German verbs and the

names of the categories are not chosen systematically. We modified their classifica-

tion by using typical English names, which should be more understandable.

Efficiency : Efficiency is desirable for an ACL. As can be seen in the above exam-

ples, our approach separates domain-independent from domain-dependent informa-

tion better, which can shorten the message sent while improving the semantics.

In summary, our approach combines the benefits of the FIPA ACL and Ballmer

and Brennenstuhl’s speech act classification. It is more expressive in representing

a broader range of domain-independent communication semantics, while remaining

consistent with current approaches to ACLs. However, a better communicative act

set with reasonable size still needs work. Instead of just considering the categories,

some frequently used speech acts also need to be found for the communicative act

set.
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Appendix B

Sample Emotional Experiences

The following verbally described situations represent a balanced sample of emotional

experiences [104].

Pleasant, arousing, and inducing dominance (+P+A+D):

You are in a cabin with snow falling outside. A fire crackles in the fireplace. You

are reading a thrilling novel by one of your favorite authors.

Today, you were promoted at work. You are about to tell your spouse that now,

finally, you can purchase the kind of home you both have always wanted.

Pleasant, arousing, and inducing submissiveness (+P+A–D):

You are a guest at a celebrity dinner. You almost feel as though you have crashed

the party, because many of the people in attendance are well-known figures.

You are water-skiing on a quiet lake. This is something you have always wanted

to learn. It is your first time, so falling is still a strong possibility.

Pleasant, unarousing, and inducing dominance (+P–A+D):

You are sitting on the edge of a dock on a warm day and your feet are dangling

in the cool water. Your baited fishing line is out a ways in the water.

You are vacationing at a luxurious hotel on a tropical island. You have just

finished lunch at the quiet outdoor restaurant of the hotel and are leaning back in

your chair and enjoying a cool drink.
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Pleasant, unarousing, and inducing submissiveness (+P–A–D):

You and your friend have been skiing all day. The two of you are now settled

before a cozy fire in your friend’s cabin. Outside, snow drifts gently to the ground.

You are in a forest at night. There is a campfire and you have a cup of your

favorite hot beverage. The sky is so clear it looks like you could touch the stars.

Unpleasant, arousing, and inducing dominance (–P+A+D):

Another shopper has just cut in front of you in the line where you have been

standing for the last half hour. You are telling the shopper that he/she must go to

the end of the line.

You are the manager of a very nice apartment building. You have decided that

you must raise rents for everyone in the building.

Unpleasant, arousing, and inducing submissiveness (–P+A–D):

You had your annual physical two days age. Your physician has called you to say

that he needs to see you at his office first thing tomorrow morning.

It is late at night. You have driven to the market for a much-needed item. Acci-

dentally, you have locked your keys in your car.

Unpleasant, unarousing, and inducing dominance (–P–A+D):

You are doing some light reading when the phone rings. It is someone trying to

sell you magazine subscriptions. You tell them you are not interested.

You have just attended an art show that was drab and unappealing. You are

stopped on your way out by a writer from one of the local papers who wants to know

your opinion of the show.

Unpleasant, unarousing, and inducing submissiveness (–P–A–D):

You are attending a classical music concert that your spouse insisted you go to.

The concert is almost over and all the selections so far have been uninteresting. You

tried to go to sleep, but the noise kept you awake.

You have had a long and exhausting day at work. You now must wait for about
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30-40 minutes for your ride home.

Note. The abbreviations +P and –P represent pleasant and unpleasant, +A and –A

represent arousing and unarousing (new version are arousal and non-arousal), and

+D and –D represent dominance- and submissiveness-inducing situations, respec-

tively. The two situational descriptions listed under each of the eight categories (e.g.,

+P+A+D) were selected on the basis of mean emotional responses of participants to

the situations obtained in previous studies.
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Appendix C

Publications during Graduate

Study

• Hong Jiang, José M. Vidal, and Michael N. Huhns. EBDI: An Architecture

for Emotional Agents. In Proceedings of AAMAS07: Sixth International Joint

Conference on Autonomous Agents and Multi-Agent Systems, 2007.

• Hong Jiang and José M. Vidal. The Message Management Asynchronous Back-

tracking Algorithm. Journal of Experimental and Theoretical Artificial Intelli-

gence, 2006. (accepted)

• Hong Jiang and José M. Vidal. From rational to emotional agents. In Pro-

ceedings of the AAAI Workshop on Cognitive Modeling and Agent-based Social

Simulation, 2006.

• Hong Jiang, José M. Vidal, and Michael N. Huhns, Incorporating Emotions into

Automated Negotiation. In Proceedings of Agent Construction and Emotions

(ACE 2006): Modeling the Cognitive Antecedents and Consequences of Emotion,

Vienna, Austria, April 2006.

• Hong Jiang and Michael N. Huhns. Broadening the Semantic Coverage of Agent

Communicative Acts. Agent-Oriented Information Systems III, Lecture Notes
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in Computer Science, 2006. Vol.3529, p.32-47

• Hong Jiang and Michael N. Huhns. An Approach to Broaden the Semantic

Coverage of ACL Speech Acts. In Proceedings of the 24th International Con-
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