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Abstract. In the future, Web services and software agents will coexist in the 
Business Process Management solution space. In our vision, agents will have 
symbiotic relationships with Web services, harnessing them as externally de-
fined agent behaviors. In this paper we detail the development of a demonstra-
tion system that transparently integrates agent services into BPEL4WS defined 
workflows. The development of the demonstration system illustrates the power 
of compositional approaches to system creation. It also serves to reinforce the 
importance of open standards, since the integration of the separate components 
is dependent upon the interoperability that standards provide. This work is an 
important first step toward fully integrated agent-based workflow management 
systems. 

1 Introduction 

Business processes, which are rooted in the concept of workflows, are essentially 
social networks; as such, they lend themselves to analysis via agent-based simulation. 
Recently, several large corporations, such as Procter & Gamble, Southwest Airlines, 
Merck, and Ford Motor Company have touted the benefits of agent-based simulations 
which have identified ways to optimize their operations. In these simulations, soft-
ware agents represent the individual components of the system. The agent’s behaviors 
are modeled after their real-world counterparts. After validating the accuracy of the 
simulation, by comparing its performance to the real-world system, individual agent’s 
behavior rules can be modified to assess the impact of the change on the system. 
Procter & Gamble claims that agent-based simulations have been used to identify 
optimizations of its supply chain, which are saving the company US $300 million 
annually [1]. 

Currently, two trends are changing the way businesses interact with their environ-
ments. The first of these trends is the incorporation of real-time data into business 
processes. Corporate leaders believe that having the ability to adapt their processes in 



near real-time will provide a competitive edge; however, the introduction of environ-
mental dynamics may simply destabilize business processes because the sociality of 
the business process is not typically recognized. The second trend is the dynamic 
realignment of business partners enabled by advances in information technology. The 
need for adaptive processes is being driven by the demands of e-commerce in both 
B2B and B2C spaces.  

Initial B2B automation activities were centered on Electronic Data Interchange 
(EDI) initiatives. More recent work in the B2B space has focused on the development 
and deployment of ebXML (electronic business XML). With both EDI and ebXML 
the collaborating business partners predefine the terms of their electronic interaction. 
As discussed by Jenz, these technologies enforce regulated B2B interaction and as 
such, they create closed communities of business partners. [2]. In comparison, views 
toward virtual organizations require flexible, on-the-fly alignment of business part-
ners; in other words, adaptive workflow capabilities. These loose collaborations of 
business partners operate in open, non-regulated B2B/B2C scenarios where pre-
negotiated collaboration agreements are a hindrance in these environments [2]. 

Business process management software is gaining momentum due to the emer-
gence of a de facto standard for describing a business process as compositions of 
Web services. This standard is named BPEL4WS, which is an acronym for Business 
Process Execution Language for Web services [3]. In our earlier works [4, 5],[6],[7] 
we have explored the relationship between Web services, Multiagent Systems 
(MAS), and workflows. Our vision is to create adaptive workflow capability through 
decentralized workflow enactment mechanisms that combine Web service and agent 
technologies.  

The applicability of MAS to workflow enactment has previously been noted [8]; 
however, it is only recently that the notion of using passive Web services as exter-
nally defined behaviors of proactive agents has become palatable. Besides differenti-
ating Web services and agents based upon a measure of proactivity, there are several 
other important distinctions worth noting. Some of the distinguishing characteristics 
provided by Huhns are: Web services know only about themselves, they do not pos-
sess any meta-level awareness; Web services are not designed to utilize or understand 
ontologies; and Web services are not capable of autonomous action, intentional com-
munication, or deliberatively cooperative behavior [9]. In contrast, agents possess all 
of these capabilities. 

This paper discusses the first step toward moving agents out of the simulation en-
vironment and injecting them into the workflow itself. To facilitate this discussion, an 
example BPEL4WS process is introduced. This sample process serves as a running 
example throughout the rest of the paper. Next, the major components of the software 
infrastructure, which allows the integration of the agents into the workflow, are de-
scribed. The paper proceeds to discuss the end-to-end demonstration of the workflow 
engine calling an agent service. The paper concludes with a summary of its contribu-
tion and a discussion of future directions for this work. 



2   An Example BPEL4WS Workflow 

BPEL4WS is a Web service composition language; as such it allows the specification 
of a collection of Web services and the coordination of their interaction. When 
thought of from a business process perspective, BPEL4WS can be said to be a proc-
ess description language suitable for defining workflows where the activities to be 
performed consist of Web service invocations. A thorough explanation of BPEL4WS 
is beyond the scope of this paper; however, the following sample is provided to help 
the uninitiated develop an intuition about BPEL4WS. Please note that namespace and 
variable information has been removed from the example in an effort to simplify its 
presentation.  
 
<process  
     name="stockLookupProcess"> 
  <partners> 
    <partner name="requestor"/> 
    <partner name="stockQuoteProvider"/> 
    <partner name="currencyExchangeProvider"/> 
    <partner name="simpleFloatMultProvider"/> 
  </partners> 
  <variables> 
 ... 
  </variables> 
  <sequence name="main"> 
    <receive name="request"</receive> 
    <flow name="getQuoteandExchangeRate"> 
      <invoke name="getStockQuote" 
          operation="getQuote" 
          inputVariable="stockQuoteRequest" 
          outputVariable="stockQuoteResponse"> 
      </invoke> 
      <invoke name="getExchangeRate" 
          operation="getRate" 
          inputVariable="currencyExchangeRateRequest" 
          outputVariable="currencyExchangeRateResponse"> 
      </invoke> 
    </flow> 
    <invoke name="multiplyFloat" 
          operation="multiply" 
          inputVariable="simpleFloatMultRequest" 
          outputVariable="simpleFloatMultResponse"> 
    </invoke> 
    <reply name="response" 
        operation="requestLookup" 
        variable="response"> 
    </reply> 
  </sequence> 
</process> 
 

The basic functionality of this workflow is to provide a stock quote that is con-
verted into the requestor’s local currency. If invoked with the arguments “IBM” and 
“Switzerland” the stock quote for IBM would be converted into Swiss Francs before 
being returned. This workflow has four participating partners: the service requestor, 



who requests the execution of the workflow; the stock quote provider, a Web service 
that provides delayed stock quotes; the currency exchange rate provider, a Web ser-
vice that provides exchange rates between countries; and the simple floating point 
multiplication provider, a Web service that multiplies two numbers and returns their 
product. Figure 1, provides a graphical view of the structure of the workflow in Use 
Case Maps (UCM) notation [10]. UCM is intuitive; the line represents the thread of 
control, which passes through the partners of the workflow. The workflow process 
starts at the end of the line designated with a ball, which corresponds with the <se-
quence> tag in the process definition. The process ends at the end caped by a line, 
this aligns with the </sequence> tag.. Tracing this line from start to finish provides an 
accurate account of the temporal ordering of the workflow’s activities. Notably, the 
line splits and joins in the middle of the process, this corresponds to the <flow>, 
</flow> tags respectively. In BPEL4WS activities found inside a flow block are exe-
cuted concurrently. 

 

 
Fig. 1. A Use Case Maps model of the example BPEL4WS, which depicts the ordering of the 
activities in the workflow. 

3   Infrastructure 

In order to demonstrate the integration of an agent into a workflow, a platform to 
carry out this research was needed. The major components of the platform are the 
BPWS4J Editor and Engine 2.0 [11], the Web service Agent Gateway (WSAG) 1.0 
[12], and JADE (Java Agent DEvelopment framework) 3.1 [13]. In addition to these 
primary components, the following are also used: J2SE 1.4.2, Eclipse 2.1, Tomcat 



4.1.29, Axis 1.1, and webMethods Glue Standard Edition 4.1.2. Each of the major 
components will be briefly discussed in subsequent sections. 

3.1 BPWS4J 

BPWS4J is the common name for the IBM Business Process Execution Language for 
Web services Java Run Time. BPWS4J provides two essential functions to the infra-
structure. The first contribution is the BPWS4J Editor, which is a plug-in for the 
Eclipse environment. The Editor allows for the graphical creation of a BPEL4WS 
defined workflow. Having the capability to diagrammatically define the workflow is 
helpful because it is unwieldy to write programs in XML. The second essential func-
tion is the BPWS4J Engine, which provides an enactment service for BPEL4WS 
workflows. The engine consumes a workflow specification and deploys it as a Web 
service. When the Web service is invoked, the underlying workflow executes. 

 

 
Fig. 2. BPWS4J interacts with the constituent Web services through a layered model. 

The BPWS4J’s Engine coordinates the activities that occur in the Business Process 
Layer (see Figure 2). BPWS4J enacts the business process as encoded in the 
BPEL4WS file. BPWS4J locates and binds to the service endpoints based upon in-
formation found in the user supplied WSDL files. In Figure 2, the middle layer con-
tains the service endpoints and the services are found in the lowest layer. The Web 
services are insulated from their respective endpoints by Web service deployment 
middleware. Although the business process is separated from the Web services, they 
are relatively tightly coupled due to the dependence on explicit operation and mes-
sage syntax embedded in the BPEL4WS workflow description. 



The communication between the layers identified in Figure 2 occurs in a bi-
directional and synchronous manner. Layered models with synchronous communica-
tion channels are characteristic of distributed applications [14]. BPWS4J coordinates 
the execution of workflow as a distributed application; thus it can be concluded that 
BPWS4J is not an application integration platform. Although the difference between 
distributed applications and application integration is subtle, it is fundamental to our 
desire to develop decentralized agent-based workflow enactment mechanisms.  

Agents can be viewed as independent applications that provide services to one an-
other through loosely coupled, asynchronous message exchange. Agents are able to 
take advantage of the non-blocking nature of their messaging by overlapping other 
processing with their communicative acts. The agent uses its autonomy to determine 
what work to perform; however, we can envision an agent searching for ways to 
optimize the workflow in which it is engaged. This might occur through finding other 
service partners that provide better quality of service, or learning from its interaction 
histories with existing partners so as to maximize the utility of their future interac-
tions. 

3.2 WSAG 

The WSAG is a partial implementation of the Agentcities Web services Working 
Group’s Technical Recommendation on the integration of Web services into the 
Agentcities/openNet platform [15]. Gateway agents reside in the WSAG and are 
responsible for managing conversations with target agents. The WSAG provides the 
capability to pass a Web service invocation request through a gateway agent to a 
target agent. The target agent services the request and responds back through the 
gateway to the Web service client. Thus the WSAG functions as a translator between 
SOAP message traffic and ACL (Agent Communication Language) based communi-
cative acts (see Figure 3). 

 

 
Fig. 3. The WSAG enables messages to flow between Web services and agents. ACL messages 
are exchanged asynchronously, whereas SOAP message exchange occurs synchronously.  
Copyright © 2002-2003 Agentcities Task Force (ACTF). All Rights Reserved. 

The WSAG software consists of two related components: one, a set of tools which 
greatly assist in the generation of gateway agents; and two, a gateway configuration 
and deployment application that runs within a Tomcat servlet container. To develop a 
gateway agent the developer must first write a Java interface, which defines the pa-
rameters required by the target agent service. The code generation tools use the Java 
interface definition to generate the gateway agent. The developer is only responsible 
for writing the Java code that moves data to/from the content area of the ACL mes-



sages used to communicate with the target agent. Once the gateway agent is created, 
the management functions of the WSAG software are used to deploy the gateway 
agent and associate it with the target agent. 

3.3 JADE 

JADE is a popular FIPA compliant, Java-based agent development platform. FIPA  
(Foundation for Intelligent Physical Agents) is a consortium that produces standards 
to enhance the interoperability of heterogeneous agents [16]. The WSAG uses JADE 
for the implementation of the gateway agents. The target agents in the demonstration 
system were also constructed with JADE; however, any FIPA compliant agent toolkit 
would work.  

 

 

Fig. 4. Jade’s Remote Agent Management utility provides utilities for interacting with agents 
and managing the agent platform. 

JADE implements the FIPA reference model for agent platforms. Figure 4 depicts 
JADE’s Remote Agent Management utility. The figure shows that one agent platform 
with two containers is executing. The main container supplies basic services to the 
agent platform. The Directory Facilitator (DF) provides yellow page services to the 
agents running on the platform. The DF also provides the mechanism for agents to 
advertise their services in the agent directory. The Agent Management System (AMS) 
provides services to the agent platform that allow the creation, deletion and migration 
of agents.  



4   End-To-End Demonstration 

An end-to-end demonstration was performed utilizing the software detailed in the 
previous section. This demonstration shows the feasibility of injecting an agent into a 
workflow executed by the BPWS4J Engine. The concept is to use the WSAG to slide 
an agent between the enactment mechanism and a destination Web service. The ex-
ample workflow introduced in Section 2, was used for the demonstration. In the dem-
onstration, the BPWS4J engine passes control to the target agent, which in turn calls 
the Stock Quote Web service. The target agent can be seen running in the target con-
tainer in Figure 4. 

Since the workflow calls the target agent instead of the Web service directly, an 
opportunity is created to do something intelligent. One can imagine many ways in 
which this could be useful. Perhaps the Stock Quote Web service guarantees the 
quote it provides is current within the past 15 minutes and it charges a micropayment 
for service access. The agent might check a local cache of interaction histories with 
the Web service to see if the requested symbol has been quoted within the past few 
minutes. If so, the agent may choose to return the cached quote value instead of call-
ing the service, thus saving the cost associated with the invocation. If the agent were 
made aware of the stock exchange schedule, it could use its cache for quote requests 
that occur after the closing bell, and on weekends and holidays. Of course many other 
possibilities exist when semantic service matching is considered. 

4.1 The Software Development Process 

It should be clear the demonstration system was assembled with a development 
process that was primarily compositional, as opposed to creational. Compositional 
software development methodologies are by necessity different than those used for 
bespoke software development. The act of composition requires an iterative process 
that contains the following ordered steps: identification, selection, installation, inte-
gration and evaluation. 

In the identification stage, the marketplace is scanned for relevant components. 
The most promising candidates are selected based upon criteria that not only include 
a measure of requirements fit, but also cost, support, and supplier stability. The se-
lected components are then installed and reconciled with the system dependencies of 
the other components within the solution space. After the components are installed, 
they must be integrated via configuration and customization. Finally, once the system 
is assembled, it can be evaluated. 

It is important to realize that the only part of the system owned by the project is its 
architecture [17]. The architecture needs to account for the future evolution of the 
system. This evolutionary dynamic cannot be ignored as new products continuously 
enter and leave the solution space. Functionally, the architecture of the demonstration 
systems relies upon workflow design and enactment tools, Web service/agent integra-
tion technology, agent construction tools, and miscellaneous supporting infrastruc-
ture. Although the overall system is integrated, each of these architectural compo-
nents can be evolved separately given that their integration points remain consistent. 



Open standards play an important role in the stability of a composed software sys-
tem. The demonstration system depends upon components that adhere to workflow 
specification standards, Web service standards, and agent standards. BPEL4WS pro-
vides the de facto standard for workflow specification, when each of the activities in 
the workflow can be accessed as a Web service. The core Web service standards of 
WSDL, SOAP, and HTTP ensure Web service interoperability. In the agent space, 
the FIPA standards define the basic services that need to be supplied by compliant 
agent platforms. Adherence to the FIPA standards enables agents from heterogeneous 
sources to assemble in open systems. 

4.2   Putting the Pieces Together 

For demonstration purposes, it is important to establish that the existing workflow is 
executing successfully, before altering the system to incorporate an agent service. 
When the BPWS4J engine has deployed the workflow, it can be tested by invoking 
the workflow’s Web service and verifying the response. The webMethods Glue tool-
kit provides a convenient command-line Web service invocation utility that elimi-
nates the need to code a Web service client. Figure 5 shows how this utility can be 
used to invoke the workflow executing in the BPWS4J engine. 

 

 
Fig. 5. Calling the workflow with the invoke command-line utility from webMethods Glue. 

Once the workflow has been verified, select a Web service from the workflow to 
replace with an agent service. In the demonstration system, the delayed stock quote 
Web service was selected for this purpose. At this point, a gateway agent for the 
WSAG needs to be constructed with the same interface as the replaced Web service. 
The WSAG automates much of this task after a Java interface has been written by the 
developer. The following code sample defines a Java interface for a target agent ser-
vice that mimics the stock quote service that is being replaced. 

 
   package stockQuoteAgent; 
 
   public interface StockQuote { 

   Float getQuote( String symbol ); 
   } 

 
As indicated in Section 3.2, the WSAG gateway agent development tools use this 

interface definition to construct both the gateway agent and its Web service interface. 
Although the defined StockQuote interface is consistent with the service being re-
placed, the WSAG tools are unable to generate a WSDL file that is compatible with 



the BPEL4WS workflow definition. When incompatible WSDL definitions are found 
by the BPWS4J engine, the deployment of the workflow fails. To illustrate this point, 
a snippet of the tool generated WSDL file follows: 
 
   <wsdl:message name="getQuoteResponse"> 
      <wsdl:part name="getQuoteReturn" type="xsd:float"/> 
   </wsdl:message> 
   <wsdl:message name="getQuoteRequest"> 
      <wsdl:part name="in0" type="xsd:string"/> 
   </wsdl:message> 
   <wsdl:portType name="StockQuote"> 
      <wsdl:operation name="getQuote"  
         parameterOrder="in0"> 
         <wsdl:input message="impl:getQuoteRequest" 
            name="getQuoteRequest"/> 
         <wsdl:output message="impl:getQuoteResponse" 
            name="getQuoteResponse"/> 
      </wsdl:operation> 
   </wsdl:portType> 

 
This portion of the WSDL file defines the abstract interface to the Web service. It 

states that the Web service provides an operation named getQuote that receives a 
getQuoteRequest message that contains one variable named in0 whose type is 
xsd:string. The ouput of the getQuote operation is a getQuoteResponse message that 
contains one variable named getQuoteReturn whose type is xsd:float. Although se-
mantically the same as the getQuote service being replaced, the names of the mes-
sages and their parameters do not align with the syntax of the replaced service.  

Although the BPEL4WS description is decoupled from the services, the underly-
ing services associated with the workflow must have the exact interface definition as 
the abstract Web services the BPEL4WS was written against. To resolve the deploy-
ment issue the incompatibility causes, the WSDL file generated by the WSAG had to 
be manually edited to reconcile the differences. For comparative purposes, the perti-
nent section of the new WSDL description follows: 
 
   <wsdl:message name="getQuoteResponse1"> 
      <wsdl:part name="Result" type="xsd:float"/> 
   </wsdl:message> 
   <wsdl:message name="getQuoteRequest1"> 
      <wsdl:part name="symbol" type="xsd:string"/> 
   </wsdl:message> 
   <wsdl:portType name="StockQuote"> 
      <wsdl:operation name="getQuote"  
         parameterOrder="symbol"> 
         <wsdl:input message="impl:getQuoteRequest1"  
            name="getQuoteRequest1"/> 
         <wsdl:output message="impl:getQuoteResponse1"  
            name="getQuoteResponse1"/> 
      </wsdl:operation> 
   </wsdl:portType> 
 

Once the WSDL for the gateway agent is conformant with the WSDL of the ser-
vice being replaced, the gateway agent can be installed in the WSAG. During the 



installation process, the address for the target agent is supplied. Figure 6, shows a 
partial screen capture of a WSAG user interface. An examination of Figure 6 shows 
how the gateway agent is configured to communicate with the target agent. The Re-
mote Agent Management utility, shown in Figure 4, can be used to obtain the address 
of the target agent. Whenever the Web service interface to the gateway agent is in-
voked, the SOAP message is effectively translated to an ACL message and sent to the 
target agent. 

 
Fig. 6. The user interface to the Deployed Web services function of the WSAG. The figure 
shows the association between the gateway agent and the target agent.  

 After the gateway agent’s Web service interface has been deployed, the workflow 
needs to be updated to invoke it. This is accomplished by redeploying the workflow 
through an administrative interface of the BPWS4J Engine. During the deployment 
process, the path to the WSDL files for each service partner is supplied. Figure 7, 
shows a screen capture of the BPWS4J user interface that is used in this step. Instead 
of supplying the WSDL to the original stock quote service, the WSDL file for the 
gateway agent’s Web service interface is entered. After this change is made, when-
ever the workflow needs to call the stock quote service, control will be passed to the 
gateway agent which in turn communicates with the target agent. 

 
Fig. 7. One of the user interfaces presented during the deployment of a workflow with the 
BPWS4J Engine. Note that the path to the WSDL file for the stockQuoteProvider points to the 
stockQuoteAgent running in the WSAG. 

Currently the demonstration systems is only designed to illustrated the incorpora-
tion of an agent service into a BPEL4WS workflow. The target agent possesses no 
intelligence and simply calls the underlying delayed stock quote service that was 
previously invoked by BPWS4J. The target agent is a JADE agent and is therefore 
written in Java. The following Java snippet is self documenting and shows the rele-
vant processing: 



 
private void stockQuoteRequestBehavior( ACLMessage requestMsg ) 
{ 
   final String wsdlName = "urn:xmethods-delayed-quotes.wsdl"; 
   final String operation = "getQuote"; 
   String args[] = new String[1]; 
 
   // copy the stock symbol from the ACL msg to args[0] 
   args[0] = requestMsg.getContent(); 
  
   // invoke the stock quote Web service 
   String wsResponse = invokeWebService( wsdlName, 
      operation, args ); 
 
   // create an ACL message to return the response 
   ACLMessage responseMsg = new ACLMessage( ACLMessage.INFORM ); 
 
   // set this agent’s ID in the sender portion of the msg 
   responseMsg.setSender( getAID() ); 
 
   // set the receiver to be the address of the sender 
   responseMsg.addReceiver( requestMsg.getSender() ); 
 
   // place the returned stock quote into the content area 
   responseMsg.setContent( wsResponse ); 
 
   // send the message back to the requestor 
   send( responseMsg ); 
 
} 

The message sent from the target agent, returns to the gateway agent. The gateway 
agent extracts the stock quote from the ACL content area, and returns it back to the 
BPWS4J Engine. From the Engine’s perspective, the changeover from a Web service 
to an agent service is transparent. 

5   Conclusion 

Many lessons were learned during the construction of the demonstration system and 
much work lay ahead. Specifically, a next generation WSAG is being planned. 
Greater adaptability can be achieved in the next generation WSAG if the coupling 
between the gateway and target agents were loosened. One approach to looser cou-
pling would require target agents to register with the agent platform’s directory facili-
tator their ability to handle certain Web service requests. When the gateway agent 
receives a request it could use the directory facilitator to locate target agents capable 
of providing the desired service. Additionally, it seems logical to design a content 
language for Web service/agent interaction. Simply placing the invocation parameters 
into the ACL content area is insufficient for operation in open agent environments. 
Perhaps something as straightforward as using SOAP as a content language would 
fulfill this requirement. An added benefit to using SOAP directly is that namespace 
information would be preserved. As Web services transition from rpc/literal to 



doc/literal invocation styles, the namespaces will likely be useful in associating se-
mantic meaning to the message content. 

Recently, one other application of the developed platform has been recognized. 
The Semantic Discovery Service (SDS) described in [18] would benefit from de-
ployment as an agent service rather than as a Web service. As an agent service, the 
SDS could register itself with the agent platform’s directory facilitator enabling its 
use by other agents. Use of the WSAG also allows the SDS to be the target agent for 
many gateway agents, each with its own WSDL definition. The gateway agents 
would be responsible for providing an OWL-S description of the desired service. This 
semantic description could be passed in the content area of the ACL message along 
with the invocation parameters. This arrangement allows the use of the SDS to be 
decoupled from the BPEL4WS process definition, which would no longer have to be 
modified to support the SDS. Integrating the SDS in this way allows it to be truly 
agnostic for it would no longer require that it be packaged in a Web service wrapper 
for each use. 

The work presented in this paper is but a first step toward fully integrated agent-
based workflow management systems. Although this step may appear small, it repre-
sents a great stride forward since it establishes a research platform upon which further 
Web service/agent integration activities can be performed. The development of the 
demonstration system illustrates the power of compositional approaches to system 
creation. It also serves to reinforce the importance of open standards, since the inte-
gration of the separate pieces is dependent upon the interoperability that standards 
provide.  
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