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Abstract

We present a multi-dimensional, multi-step negotiation mechanism for task allocation among cooperative agents based on distributed

search. This mechanism uses marginal utility gain and marginal utility cost tostructure this search process, so as to find a solution that

maximizes the agents’ combined utility. These two utility values together with temporal constraints summarize the agents’ local infor-

mation and reduce the communication load. This mechanism is anytime in character: by investing more time, the agents increase the

likelihood of getting a better solution. We also introduce a multiple attribute utility function into negotiations. This allows agents to

negotiate over the multiple attributes of the commitment, which produces more options, making it more likely for agents to find a solution

that increases the global utility. A set of protocols are constructed and theexperimental result shows a phase transition phenomenon as the

complexity of negotiation situation changes. A measure of negotiation complexity is developed that can be used by an agent to choose an

appropriate protocol, allowing the agents to explicitly balance the gain from thenegotiation and the resource usage of the negotiation.

Keywords: Cooperative Negotiation; Distributed Search; Multi-Agent System;

1 Introduction

Negotiation is a process by which two or more parties make a joint decision. The agents first verbalize demands and then move

toward an agreement through a process of concession formation or search for new alternatives [1]. Negotiation researchin
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multi-agent systems falls into two main categories, competitive negotiation and cooperative negotiation. Competitive negotiation

occurs among self-interested agents [2], each trying to maximize its local utility; while in cooperative negotiation,agents try to

reach the maximum global utility that takes into account theworth of all their activities. This latter form of negotiation is quite

different from competitive negotiation, and can be viewed as a distributed search process. We will focus on this cooperative

negotiation which, as of late, has not received very much attention in the related literature [7]. In fact, we feel there is very

little work on cooperative negotiation that explicitly tries to maximize a multi-dimensional global utility function. Chia, Neiman

and Lesser’s work on the Distributed Dynamic Scheduling System (Dis-DSS) [4] has shown that the coordination among agents

increase schedule quality; though no explicit negotiationusing a cost model was involved in this work. The closest workto our

knowledge is that of Moehlman et al. [9]; however their work involves a much simpler and more structured utility functionthat

does not involve quantitative reasoning about the combinedutility of the agents. Additionally, their approach is not empirically

evaluated in different negotiation situations. Task allocation among cooperative agents was also studied by Shehory and Kraus

[11]. However, their work was focused on agent coalition formation, not negotiation and also the tasks were much simplerwithout

alternative approaches.

There are different degrees of cooperation in a multi-agentsystem. The most extreme is “global cooperation”, which occurs

when an agent, while making its local decision, always triesto maximize the global utility function that takes into account the

activities of all agents in the system. Global cooperation is unachievable in most realistic situations because of the number of

agents and bounds on computational power and bandwidth. Thus we focus our research on “local cooperation” [8] which occurs

when two or more agents, while negotiating over an issue, tryto find a solution that increases the sum of their local utilities, without

taking into account the rest of the agents in the system. Furthermore, our agents negotiate over multiple attributes (dimensions)

rather than over a single dimension. For example, agent A wants agent B to do task T for it by time 10, and requests the minimum

quality of 8 for the task to be achieved. Agent B replies that it can do task T by time 10 but only with the quality of 6; however,

if agent A can wait until time 15, it can get a quality of 12. Agent A will select the alternative it believes is better for both agents.

The negotiation relates to both the completion time and achieved quality of the task, and thus the scope of the search space for the

negotiation is increased, improving the agents’ chance of finding a solution that increases the combined utility.

Our approach focuses on a multi-step negotiation process inwhich agents engage in a series of proposals and counter-offers to

decide whether the contractor agent will perform a task for the contractee agent by the specified time with a certain quality. This

is a search for those plans and constructed schedules of an agent’s local activities that increase or maximize the combined utility

of the agents. We will use measures of marginal gain and marginal cost first used in the TRACONET agents [10] to structure the

search. In that work, these measures were used for a single phase evaluation rather than as a basis for a cooperative/distributed

search among the agents to find the best combined local schedule.

The cooperative negotiation process can potentially have many outcomes, depending upon the amount of effort that the agents

want to expend on the negotiation. One possibility is that they will find a solution that leads to the maximum combined utility.

Another possibility is that they will find a solution that increases the combined utility from their current state. While athird

possibility is that they may find that either there is no solution that increases the combined utility or that they can not find one

given a limited search1.

1Another possibility, which we will not consider in this work, is that the agents will recognize either at the start of negotiation or at some

intermediate point that either it is highly unlikely that a solution that increases the global utility would be found or the effort to find such a

solution is not worthwhile in the current context. In this case, each agent could enter a meta-level phase of the negotiation process where it could
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After the negotiation starts, an agent needs to decide when to stop the process because negotiation costs accrue with time. It

may stop after it gets the first acceptable solution that increases the joint utility or it may decide to continue looking for a better

one. The agent needs to establish a balance between the negotiation cost and the negotiation benefit. There are many different

possible variations of cooperative negotiation protocol,depending on the stopping criteria. Therefore, as part of this work we

will examine these questions experimentally to produce insights about how the characteristics of the current situation affect the

variant of the protocol chosen. In the experiments, we will use the TÆMS language [5] to represent the agent’s local tasksand

activities (See Figure 2)2, and the DTC (Design-To-Criteria)[12]3 scheduler generates a local schedule for the agent, it attempts

to maximize the agent’s local utility based on a specified multi-dimensional utility function.

In the remainder of the paper, we present our work on cooperative negotiation in the task allocation domain. We first describe

the negotiation framework, followed by the cooperative negotiation protocol for task allocation. We next discuss the experimental

results obtained by using these protocols. Finally, we summarize our work and discuss future work.

2 Task Allocation Negotiation Mechanism

In a multi-agent system, an agent may need to contract out oneof its tasks to another agent if it does not have the capabilities to

perform this task locally, or if it is overloaded, or if the other agent can do the job better. This task can potentially be part of a

larger activity that the agent performs in order to achieve some desired goal. In order to accomplish this task, the agentneeds to

negotiate with another agent about the appropriate time andapproach to execute this task, so that the combined utility (the sum of

both agent’s local utilities) can be increased. By “approach”, we mean a specific way for an agent to perform the task whichmight

differ in the resources (i.e. the computation time and cost)used and the quality of the solution obtained from other alternative

ways. We assume that the agent will communicate with the negotiation subsystem about which task it definitely can’t do locally

and those tasks that it thinks may be advantageous to be performed by another agent. As part of the negotiation process, the

relative merits of doing the task locally, not doing this task or contracting the task to another agent, will be taken intoaccount.

2.1 Definitions

• Contractee Agent (contractee): the agent which has a task (non-local task NL) that needs to be assigned to another agent.The

contractee gains quality from this task when it is completed(TCE is the contractee’s local task structure).

• Contractor Agent (contractor): the agent which performs this task for the contractee. It devotes processing time and other

resources to this task without directly gaining quality (TCR is the contractor’s local task structure).

either abandon the negotiation or change the context of the negotiation by altering the set of objective criteria issues over which agents negotiate.

Thus, before the negotiation, an agent could evaluate the current situation to decide if it should start the negotiation based on whether it has a

good chance of increasing the global utility.
2The TÆMS task modeling language is a domain-independent framework used to model the agent’s potential activities. It is a hierarchical

task representation language that features the ability to express alternative ways of performing tasks, statistical characterization of methods via

discrete probability distributions in three dimensions (quality, cost and duration), and the explicit representation of interactions between tasks.
3It is a domain-independent scheduler that aims to find a feasible schedule that matches the agent’s local criteria request. The first input for

the DTC scheduler is the TÆMS task structure that describes the agent’s local activities and the objective criteria used to evaluate alternative

schedules. The second input is a set of existing and proposed commitments, C, that indicates that this agent will produce specific results of

certain qualities by certain times. The third input is a set of non-local commitments, NLC, that are commitments made to this agent by other

agents. The scheduler uses this information to find the best schedule given the objective criteria, that exploits the given non-local commitments,

honors the existing commitments and satisfies the proposed commitments as best as possible.
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• Marginal Utility Gain [NL, C] (MUG): the local utility increment for the contractee by having task NL performed with duration

and quality specified by commitment C, which is calculated bythe contractee agent.

• Marginal Utility Cost [NL, C] (MUC): the local utility decrement for the contractor by performing task NL with duration and

quality specified as in commitment4,which is calculated by the contractor agent.

2.2 Mechanism description

Figure 1 depicts a Finite State Machine (FSM) model that describes the agents’ protocol for the task allocation mechanism. The

upper part shows the contractee’s FSM; the lower part shows the contractor’s FSM. The contractee agent starts the negotiation

by building a proposal (Action A:buildProposal) and sending this proposal (Action B:sndMsgProposal) to the contractor agent.

After receiving this proposal (rcvMsgProposal), the contractor agent evaluates it (Action J:evalProposal): if the marginal utility

cost is less than the marginal utility gain, it accepts this proposal (Action M:sndMsgAccept); otherwise, this proposal is rejected,

the contractor agent builds a counter-proposal (Action K:buildCounterProposal) and sends it to the contractee agent (Action

L:sndMsgCounter-Proposal). When the contractee agent gets this counter-proposal (rcvMsgCounterProtocol), it evaluates this

counter-proposal (Action C:evalCounterProposal). If the counter-proposal is acceptable and there already are a sufficient number

of solutions (a solution is an acceptable commitment with MUG greater than MUC), the negotiation is terminated and the con-

tractee agent informs the contractor agent which commitment is finally built (Action F:sndMsgFinish); otherwise, the contractee

agent generates a new proposal based on its previous proposal and the current proposal (Action D:generateNewProposal), and

starts another round of communication.

This mechanism is actually a distributed search process: both agents are trying to find a solution that maximizes the combined

utility (the marginal utility gain minus the marginal utility cost). It is not realistic to guarantee an optimal solution given limited

computational resources and incomplete knowledge (one agent does not know the other agents’ situation), so the goal is to find an

acceptable solution, and try to get a better solution if moretime is available. The contractee agent first builds an initial proposal

which includes the time that the non-local task should be completed and the quality achieved. The time request is a time range

defined by the earliest possible time the non-local task NL can start and latest reasonable time the non-local task can be finished.

Since there are sequencing requirements and interrelationships among tasks, there may be some task that must be finishedbefore

the non-local task can start, and there may be some other taskthat can’t start before the non-local task is finished. For the non-local

task, the earliest possible start time is the earliest possible finish time for those tasks (pretasks) that have to be finished before

the non-local task can start, the latest finish time is the latest start time for those tasks (without violating their deadline) that have

to be performed after the non-local task is finished. The contractee agent gets maximum marginal utility gain during thistime

range, and the gain is indifferent to when the non-local taskis actually executed during this range. Outside of this range, the

marginal utility gain decreases, but it may still be worthwhile to search because the marginal utility cost for the otheragent may

also decrease. So each subsequent proposal from the contractee is built from its own previous proposal by moving the timerequest

4To compute the marginal utility cost in a real time system, not only the actual usage of resource should be considered, but also the opportunity

cost may be involved: when the contractor agent makes a commitment to the task NL, it loses the opportunity to perform another incoming task

with higher utility, and thus the marginal utility cost may be higher than the immediate utility decrease from performing this task. Similarly

when the contractee agent contracts the task NL out, it leaves itself more freedom to accept another higher utility task, hence the marginal utility

gain may be higher than the immediate utility increment from the task NL. In this work, the opportunity cost is not addressed in the calculation

of marginal utility cost.
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Figure 1: Cooperative task allocation protocol

later. The mechanism also allows for the possibility of varying task NL’s quality throughout the range specified by the way that

the contractor can accomplish the task. In this way, throughadditional search on these alternative time ranges, the negotiation

process has an anytime character where additional time increases the likelihood of getting a better solution. It is assumed that the

environmental situation does not change, such as the arrival of new tasks and the change of current commitments, or the agent

does not consider these changes during the negotiation process.

Let us describe the mechanism in greater detail. This protocol uses three functions. One generates an initial proposal by

the contractee (buildProposal), the second generates a counter-proposal by the contractor (CounterProposalGeneration), and

the third has the contractee generate a new proposal in response to the counter-proposal (NewProposalGeneration). When the

contractee obtains its task structure and finds that there isa non-local task NL which needs to be assigned to another agent, it

builds a proposal commitment PC based on its local schedule.This commitment specifies the earliest start time, the latest finish

time and the quality request for task NL’s execution (buildProposal function, see section 2.3). In addition to this information,

the marginal utility gain of this commitment is also provided by the contractee. This commitment and associated information are

sent to the contractor. The contractor evaluates this commitment in the context of its existing set of potential activities and other

commitments as specified in its local task structure by asking a “what-if” question to the scheduler. If this commitment can be

satisfied with the marginal utility gain greater than the marginal utility cost, the contractor accepts this commitment; otherwise, the

contractor tries to refine this commitment (CounterProposalGeneration function, see section 2.3), and sends a counter-proposal

CC to the contractee. When the contractee receives this counter-proposal CC, it evaluates CC by adding it to its local taskstructure

and evaluating the resulting local schedule. If there is a local schedule whose marginal utility gain exceeds the marginal utility

cost of the counter-proposal, the counter-proposal is accepted; otherwise, it is rejected. If the counter-proposal isrejected or the
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contractee wants to find a better commitment, the contracteetries to improve the commitment (NewProposalGeneration function,

see section 2.3). The improvement is a two-dimensional search process based on the time and quality requirement suggested in

the previous commitment and counter-proposal from the contractor. The new commitment is sent to the contractor and another

negotiation cycle starts. As the negotiation progresses, the contractee keeps track of the number of accepted commitments and

stores the accepted commitment with the highest global utility. The negotiation process ends when either the number of negotiation

cycles exceeds a predefined limit or the contractee has recognized that the desirable number of improvements over the original

accepted commitment has been made. If the contractee has found an acceptable commitment by the time when any of these events

occurred, the contractee notifies the contractor of the commitment that has been finally agreed upon.

The mechanism described above also can be applied to multiple contractor agents. The contractee agent can start concurrent

negotiation processes with each of the contractor agents, and pick the best acceptable commitment generated.

2.3 Elaboration of Protocol Functions

q: quality
d: duration
c: cost

� � � � �
� � � � �
� � � � �
� � � � �
� � � � �

� � � � �
� � � � �
� � � � �
� � � � �
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Task1 Task2

M1 M4 M5M2 M3

q:10 q:10

enables

c:10
q:10
c:10 c:10

q:10
c:10

d:0
c:0
q:15

d:9 d:9 d:9 d:9

enables
sum sum

sum

deadline:50

TCE

Figure 2: The contractee’s task structure

Let us introduce an example that will be used to explain how the following functions work. There is a contractee agent working

on task TCE (Figure 2). TCE has two subtasks, Task1 and Task2.Task1 has three subtasks, M1, M2 and M3. Each of them takes

9 units of processing time (d:9), has a cost of 10 (c:10) and generates 10 units of quality (q:10). The “sum” associated with a task

means the quality of the task is the sum of all its subtasks. Task2 has two subtasks, M4 and M5. There is an “enables” relationship

between M2 and M4, which denotes that M4 can only be started after M2 has been successfully finished. Likewise, another

“enables” relationship between M4 and M5 specifies that M5 has to be performed after M4. The deadline constraint associated

with M5 indicates it has to be finished by time 50. Subtask M4 isa task that needs to be assigned to another agent (suppose the

problem solver makes this decision). Since M4 is not executed by the contractee agent, it does not take local processing time, its

duration is set to 0 (“looks like” 0) for the contractee agent.

ThebuildProposal function is used by the contractee agent to build an initial proposal PC. When the contractee finds out that

there is a non-local task NL that needs to be assigned to another agent, it first performs a local scheduling process, whichassumes

the non-local task can be executed by the contractor agent atany time. As a result the contractee gets its local best schedule

with the highest local utility achieved. For example, the best local schedule found for task TCE is:S2 : M2(0 − 9)M3(9 −
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18)M1(18 − 27)M4[27 − 27]M5(27 − 36). It analyzes this schedule and finds the earliest start time and the latest finish time

for the non-local task required by the tasks related to this non-local task. The earliest start time and the latest finish time define a

range that maximizes the marginal quality gain. The length of this range is dependent on the relationships between the non-local

task and other tasks, as well as the time constraints on othertasks. In this example, given the “enables” relationships from M2

to M4, and from M4 to M5, the time range found for M4 is [9, 27]. Besides this time range, this initial proposal also specifies

the quality request for NL’s execution. The contractee agent doesn’t know exactly the specific task qualities that can beachieved

and how long it takes or how much it costs to achieve a certain quality. The contractee only knows the range of values that task

NL’s quality can take, and the estimated duration of task NL.The decision about what quality to choose is important because if

the initial quality request is too high, the contractor agent may fail to achieve it given the time range constraint, or even if it is

achievable, the marginal utility cost may be higher than thegain; hence the proposal fails. On the other hand, if the quality request

is too low, it may miss a better solution at this time. A heuristic is used to assign the initial quality request value: if the time

range is much longer than the estimated duration of NL (i.e. the time range is larger than one and a half times of the estimated

duration), then the quality request is set to a value higher than the average quality value (i.e. 1.2 times the average quality value);

if the time range is very short compared to the estimated duration, then the quality request is set to a value lower than theaverage

quality value; otherwise, the quality request is set as the average quality range. Thus the contractee agent will request a higher

quality achievement if it is more flexible on time5. For example, compared to the estimated duration 10.5, the proposed time range

18 units ([9, 27]) is very flexible. So the contractee agent requires a higher quality achievement (18) given the knowledge of the

estimation average quality achievement is 15.

The CounterProposalGeneration function is used by the contractor to generate a counter-proposal in response to an un-

acceptable proposal. The function works as follows. If there is no previous counter-proposal, the contractor builds the first

counter-proposal by removing both the time range and the quality request, and finding the schedule that performs task NL with

the minimum marginal utility cost among all schedules returned by the DTC scheduler. This counter-proposal has the minimum

marginal utility cost because it only respects the contractor agent’s constraints and chooses to do the NL task at its most con-

venient time and in the most convenient way; hence it is more likely to be an acceptable proposal from the perspective of the

contractee agent. If a previous counter-proposal exists, the contractor refines the contractee’s current proposal by relaxing the time

constraints and lowering the quality request alternatively, and this refining process is repeated until an acceptable (MUC < MUG)

counter-proposal is found. The algorithm that used to generate a counter-proposal is shown in Appendix Algorithm A.1.

The NewProposalGenerationfunction is used by the contractee to build a new proposal based on the contractee’s previous

proposal and the contractor’s current proposal. If the previous proposal is acceptable for the contractor, the currentproposal is

actually the contractee’s previous proposal with detailedimplementation information (such as start time, finish timeand quality

achievement). If the previous proposal is not acceptable, the current proposal is a counter-proposal from the contractor. The

contractee performs a two-dimensional search in the time-quality space6. As described before, the initial proposal is built with

5Setting the quality request value low does not necessarily result in a speedier search process to find an acceptable solution. A lower value

results in the marginal utility cost decrease; however, it also decreasesthe marginal utility gain. An acceptable solution should have the marginal

utility gain greater than the marginal utility cost.
6This two-dimensional search has a depth-first search character: for a given range on the time dimension, the search explores all possible

values on the quality dimension; afterwards the search is moved to anotherrange on the time dimension. This algorithm also could be generalized

for search on more than two dimensions. The assumption is that the valuesof each dimension are independent.

7



a time range that maximizes the marginal utility gain. The next new proposal is to search other time areas trying to find a better

proposal by reducing marginal utility cost. The initial time range is defined by the earliest start time and the deadline for the NL

task. For the non-local task, the earliest start time is the earliest finish time for those tasks (pretasks) that have to befinished before

the non-local task can start. The latest finish time is the latest start time for those tasks (without violating their deadline) that have

to be performed after the non-local task is finished. The earliest start time can be moved earlier if those pretasks have alternatives

that take less time, or part of those pretasks can be dropped without preventing the execution of the NL task7. Otherwise, if neither

of these two possibilities exist, the earliest start time can’t be moved earlier, hence it is unnecessary to search the time area before

the initial time range. In the example of Figure 2, the pretask of M4 is M2, which can not be moved earlier for it is already the

first element in the schedule. And also there is no alternative way to finish M2 with less time, so the earliest start time forM4 (9)

can not be moved earlier. The latest finish time can be moved later, which can result in additional costs being incurred dueto the

violation of some later tasks’ deadlines (hard or soft deadline), which decreases the marginal utility gain. For example, the latest

finish time of M4 can be moved later, which causes task M5 to start later and then the whole task TCE to finish later. As long as

the deadline is not violated, the task can still produce a valid result. In this work we assume the earliest start time can’t be moved

earlier and we only search the time area after the initial time range, but the algorithm could easily be adapted to search in both

directions. When the initial proposal is built the contractee agent has no idea how long it takes the contractor agent to perform the

NL task and how much quality it can achieve. The contractor’scurrent proposal provides this information and it can be used to

build a new proposal. How the new proposal is constructed is described as the following.

• If the current quality achievement (qa) is less than the average quality value and the previous proposal is not the initial proposal,

the new proposal requests a higher quality and moves the deadline later to make a high-quality performance more likely. The

example is shown in Step 10 in Section 3.2.

• If the current quality achievement (qa) is higher than the average quality value and the previous proposal is the initialproposal

(remember the initial proposal does not necessarily start with the lowest quality request), the new proposal requests alower

quality with the initial time range to see if a better solution exists with the reduced marginal quality cost. The exampleis shown

in Step 4 in Section 3.2.

• Otherwise, the new proposal moves to a later time range by a step size of 5 (in this example, we choose the step size as 5, which

is about a half of the estimated duration of the non-local task, actually the step size can be adjusted)8, and requests a lower

quality trying to reduce the marginal utility cost. The example is shown in Step 7 in Section 3.2.

7The reason that some of those pretasks can be dropped without preventing the execution of the NL task is the existence of a “soft relation-

ship”. There are two types of relationships: “hard relationship” such as“enables” - taskA enables taskB means that taskB can not generate

valid result without the successful execution of taskA; “soft relationship”, such as “facilitates” - taskA enables taskB means that the successful

execution of taskA facilitates the execution of taskB in terms of reducing the processing time, cost or increase the quality of task B, if taskA

is executed before task “B”. In this case, taskA can be counted as a precondition of taskB in the initial computing process of EST for taskB.

However, taskA also can be dropped later in order to leave more room for the negotiation ontask “B”. The example in this paper does not show

the situation of “soft relationship”, however, the algorithms described here can be easily modified to handle this situation.
8The step size affects the performance of the algorithm in the following way:when the step size is large, it may take less time to find a good

solution, but it is also possible to miss some good solutions (for example, when step size is 10, the first range searched is [0, 15], the second

range searched should be [10, 25], then the solution that starts at 5 andfinishes at 15 will not be found); when the step size is small, it may

take longer to find a good solution, but the possibility of missing good solutionsis reduced. When the step size is 1, a complete search (in time

dimension) is performed.
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This new proposal is evaluated and if the gain is larger than the estimated cost (it is a good proposal), it is sent to the contractor;

otherwise, the proposal is modified to make it closer to the initial proposal so that the gain could be higher. This processis

repeated until a good new proposal is found. The above procedure is applied when the previous proposal is acceptable and the

current proposal is actually the contractee’s previous proposal with the detailed implementation information. When the previous

proposal is not acceptable, the current proposal is a counter-proposal from the contractor. As stated previously, the first counter-

proposal is built by throwing away all constraints from the contractee and finding the most convenient way to perform the non-local

task. In this situation, the contractee agent analyzes why the previous proposal failed; if it failed because the initial time range

was too short, it enlarges the range by moving the deadline later and requests a lower quality to see if there is a solution near the

initial proposal. Otherwise it adjusts the initial range tobe a little bit longer than the current execution time and requests a quality

higher than the average quality. The second counter-proposal and those counter-proposals that follow it are built by relaxing the

previous proposal’s request and finding a solution as close to the previous proposal as possible. In this situation, the next proposal

is built based on the current proposal, by either requestinga higher quality with a later finish time or moving to the next time range

by a step size, depending on how much quality is achieved now.The algorithm that used to generate a new proposal is shown in

Appendix Algorithm A.2.

2.4 Another Approach - Binary Search

In the previous section we described our algorithm which searches the time dimension range by range, and in each time range,

different quality requirements are explored. This algorithm is an approximation of the complete search process; it hasa larger

search step and uses heuristics to control the search process. Earlier, we tried a binary search algorithm [13] whose short descrip-

tion follows. The contractee builds an initial proposal as described above: this initial proposal requests that the non-local task

be performed at the most convenient time for the contractee.If the contractor could not accept this proposal, it builds the first

counter-proposal using the same procedure as the one described above. Each next proposal from the contractee is a compromise

between its own previous proposal and the contractor’s counter-proposal, while each next counter-proposal from the contractor is

a compromise between the contractee’s proposal and the contractor’s own previous counter-proposal. Figure 3 and Figure 4 show

how the contractee generates the new proposal based on its previous proposal and the counter-proposal. The contractee agent also

behaves differently depending on whether it is trying to improve an existing acceptable commitment or generating a new proposal

in response to a rejection. If there is already an acceptablesolution, it tries to find a new solution either with a higher MUG or

lower MUC, which will hopefully increase the combined utility. It there is no acceptable solution, it tries to find a solution by

relaxing previous request constraints (in quality and/or in time).

If there is an existing acceptable commitment, the contractee takes the following actions:

• The contractor can not do task NL as early as the contractee requested. The contractee now asks for a finishing time that is the

average of those of the counter proposal and the previous proposal. It also decreases the requested quality at a certain rate (by

multiplying it by a value “a” between 0 and 1) thus trying to meet the contractor halfway and with a reduced quality (Figure3,

case 1).

• The contractor can do task NL as the contractee requested.The contractee asks for a finishing time that is the average ofthose

of the counter proposal and previous proposal and requests the quality that the contractor offered, trying to see if thisnew pair

reduces the contractor’s cost and thus increases the combined utility (Figure 3, case 2).
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If there is no existing acceptable commitment yet, the contractee takes the following actions:

• The contractor can not do task NL as early as the contractee requested, but it can do it later with a higher quality.The

contractee now asks for a finishing time that is the average ofthose of the counter proposal and previous proposal, and it keeps

the requested quality the same, thus trying to meet the contractor halfway (Figure 4, case 2).

• The contractor can not do task NL as early as the contractee requested and the quality requested is not possible.The contractee

asks for a finishing time that is the sum of that of the previousproposal and the duration estimate of task NL, and it keeps the

requested quality the same, thus trying to do the task later (Figure 4, case 3).

• The contractor can do task NL at the requested time or earlierand even with a higher quality than requested.The contractee

asks for a finishing time that is the average of those of the counter proposal and the previous proposal and requests the quality

that the contractor offered, thus trying to see if this new pair reduces the contractor’s cost (Figure 4, case 1).

• The contractor can do task NL at the requested time or earlierbut the quality requested is not possible.The contractee asks for

a finishing time that is the sum of that of the previous proposal and the duration estimate of task NL, and it keeps the requested

quality the same, thus trying to do the task later (Figure 4, case 3).

This binary search algorithm does not work as well as the range-by-range search because it usually leads to finding fewer

acceptable solutions and the quality of those solutions is lower. The following factors contribute to its lower performance:

1. The finish time of the first counter-proposal may not be the actual latest reasonable finish time for the non-local task. The

non-local task could be finished later with a higher quality that may provide a higher combined utility. Since the binary search

range is restricted by the finish time of the first counter-proposal, any solution later than that will not be found.

2. The negotiation is about multiple issues, such as the earliest start time, deadline, and quality requirement; hence,the midpoint

of the two proposals is difficult to guess based on these threeissues. In the implementation, we focus on the deadline (andthe

finish time) while the earliest start time is adjusted according to the deadline.

3. The domain knowledge used to guide the search is incomplete. For example, the duration between the earliest start timeand the

deadline in the first proposal may be less than the minimum duration of the non-local task’s execution by the contractor which

causes the failure of the first proposal. When the counter-proposal comes, the minimum duration is available at this time,but it

is not used in the rest of the search process.

4. The search process is less structured leading to certain types of solutions often being missed, since both agents are likely to

search only in the vicinity of their most favorite proposals.

Based on the above reasons, we developed the range-by-rangesearch which improves negotiation performance.

3 Negotiation Protocols and Example

3.1 Five Protocols

The negotiation mechanism described in the previous sections serves as a basis for a family of protocol variations differing in the

criteria for the negotiation process termination. We examine the following five protocols in this research:

• SingleStep: The contractee sends a proposal commitment (PC) to the contractor, the contractor accepts PC if MUG(PC)>

MUC(PC); otherwise it rejects PC, and the negotiation is terminated in failure.
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• MultiStep-Multiple(n)-Try: The contractee and the contractor perform the negotiation series - “proposal, counter-proposal, new

proposal, ... ” - until ’n’ acceptable solutions with increasing utility gains are found or certain iteration limits arereached (i.e.

after 10 proposals has been made). We explore three different values for ’n’ in our experiments which are described next.

– MultiStep-One-Try: MultiStep-Multiple(n)-Try, n=1;

– MultiStep-Two-Try: MultiStep-Multiple(n)-Try, n=2;

– MultiStep-Three-Try: MultiStep-Multiple(n)-Try, n=3;

• MultiStep-Limited-Effort: The contractee and the contractor perform the negotiation series - “proposal, counter-proposal, new

proposal, ...” - until certain iteration limits are reached. This protocol explores more possibilities than the above mentioned four

protocols when the iteration limit is set to a relatively large number.

Although these protocols differ in the amount of search theydo prior to termination, none of them performs a complete search.

One reason for that is that generating an optimal local agentschedule for each “what-if” question of the negotiation process is an

NP-Hard problem; our scheduler uses heuristics to prune part of the search space and thus not all possible options are expanded.

The other reason is that the distributed search space for thepossible solutions is also very large and a complete search is too

expensive. For example, suppose the earliest start time forthe contracted task is 10, the deadline is 30, and the contractor agent

has three different approaches to accomplish this task. There would then be a total of 20*3 = 60 possible solutions (starting from

time 10, 11, ..., 29 by approach#1, approach#2 or approach#3). And for each possible solution, the agent needs to evaluate it in the

context of its other local activities. Thus expending computational effort necessary for a complete search is not feasible. Hence, a

range-by-range search (with step size of 5) is performed as an approximation of the complete search.

To examine how different protocols work in different situations and to find out the major factors that affect the outcome of

negotiation, we have built two agents: the contractee and the contractor. The utility the agent gains by performing taskT using

schedule S is a multiple attribute utility function, which is a weighted function of the quality achieved, and the cost and duration

expended when performing task T.

utility(S) = quality gain(S)∗quality weight +

cost gain(S)∗cost weight +

duration gain(S)∗duration weight

quality gain(S) =
quality(S)

quality threshold

cost gain(S) =
cost limit − cost(S)

cost limit

duration gain(S) =
duration limit − duration(S)

duration limit

quality(S), cost(S)and duration(S)are the quality achieved, cost spent and time spent by schedule S. quality threshold,

cost limit, duration limit, quality weight, costweightandduration weightare defined in the agent’s criteria function. The first

three values specify the quality the agent wants to achieve from this task, the cost and the time it wants to expend on this task; the

other three values specify the relative importance of the quality, cost and duration attributes[12].
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3.2 Example

In this section, we use an example to explain how the negotiation mechanism works. Consider the situation where the contractee

is working on task TCE (Figure 2). Task TCE has been explainedin Section 2.3. The contractor is an agent that could potentially

perform task M4. (There could be more than one agent with the potential of performing task M4. For clarity we only show one).

Similarly, Figure 5 shows the contractor’s local task TCR (the left part of the figure).Table 1 Summarizes the following example.

In this example, the contractee has the following criteria definition: quality threshold = 50, cost limit = 50,

duration limit = 55, quality weight = 0.7, cost weight = 0.15 andduration weight = 0.15. The contractor has a slightly dif-

ferent set of criteria:quality threshold= 50, cost limit = 50, duration limit = 55, quality weight = 0.7, cost weight = 0.2

andduration weight = 0.1.

Table 1: Negotiation example(CP: Current Proposal; FT: Finish Time; QR: Quality Requested; QA: Quality Achieved; CUI: Combined

Utility Increase.)

Step Agent Action CP FT QR QA MUG MUC CUI

1 contractee Build-Proposal PC0 27 18 0.295

2 contractor Evaluate-Proposal PC0 24 18 19.5 0.189

3 contractee Re-Evaluate-Proposal PC0 24 18 19.5 0.358 0.189 0.169

4 contractee Generate-New-Proposal PC1 27 13.5 0.274

5 contractor Evaluate-Proposal PC1 19 13.5 15 0.163

6 contractee Re-Evaluate-Proposal PC1 19 13.5 15 0.295 0.163 0.132

7 contractee Generate-New-Proposal PC2 27 9.0 0.211

8 contractor Evaluate-Proposal PC2 24 9.0 10.5 0.053

9 contractee Re-Evaluate-Proposal PC2 24 9.0 10.5 0.232 0.053 0.179

10 contractee Generate-New-Proposal PC3 31 11.55 0.236

11 contractor Evaluate-Proposal PC3 28 11.55 15 0.079

12 contractee Re-Evaluate-Proposal PC3 28 11.55 15 0.293 0.079 0.214

Step 1: Build-Proposal (Action A in Figure 1) The contractee schedules local task structure TCE assumingM4 is not to be

done and gets the following schedule S1:

S1 : M2(0 − 9)M3(9 − 18)M1(18 − 27)

Quality(S1) = 30;Cost(S1) = 30;Duration(S1) = 27;Utility(S1) = 0.556

It schedules TCE assuming that another agent could perform M4 and gets schedule S2:

S2 : M2(0 − 9)M3(9 − 18)M1(18 − 27)M4[27 − 27]M5(27 − 36)

(with M4’s result available at time 27)

Quality(S2) = 55;Cost(S2) = 40;Duration(S2) = 36;Utility(S2) = 0.8518

It builds the commitment PC0 based on S2: since M2 enables M4,the earliest start time is 9; the deadline is 27 because

it has to be finished before M5’s scheduled start time 27; the given time range 18 is very flexible compared to the estimated

duration(10.5)9 , so the quality request is set to a higher value(18.0) ratherthan the average value(15.0) of the estimation quality

9The estimated duration is told by the contractee agent.
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achievement.

PC0: [M4, earlieststart time: 9, latestfinish time: 27, qualityrequest: 18]

MUG(M4) = Utility(S2) − Utility(S1) = 0.8518 − 0.556 = 0.295
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Figure 5: The contractor’s task structure

Step 2: Evaluate-Proposal (Action J in Figure 1)The contractor receives this commitment, adds M4 to its local task structure

TCR and gets a new task structure newTCR (Figure 5). The contractor instantiates M4 and finds three different plans to

perform M4: M41, M42 and M43. Each plan has different quality, cost and duration characteristics. These three choices are

represented as three subtasks of M4 with “exactlyone” quality accumulation function (qaf) in the TÆMS structure.

The contractor schedules newTCR with PC0:[M4, earlieststart time: 9, latestfinish time: 27, qualityrequest: 18], and finds

the following schedule S3:

S3 : B2(0 − 9)M41[9 − 24]B1(24 − 33)B4(33 − 42)

Quality10(S3) = 30;Cost(S3) = 49.5;Duration(S3) = 42;Utility(S3) = 0.446

Compared to the schedule S4 without performing Task M4:

S4 : B1(0 − 9)B2(9 − 18)B3(18 − 27)B4(27 − 36)

Quality(S4) = 40;Cost(S4) = 40;Duration(S4) = 36;Utility(S4) = 0.635

the marginal utility cost is Utility(S4) - Utility(S3) = 0.189. Then it sends the following information back to the contractee

agent:

PC0 [M4, starttime: 9, finishtime: 24, qualityachieved: 19.5, qualityrequest: 18]

MUC(PC0) = Utility(S4) − Utility(S3) = 0.189.

Step 3: Re-Evaluate-Proposal (Action I in Figure 1)The contractee receives the slightly altered PC0 and re-evaluates it since

it has a higher quality and an earlier finish time than the original PC0:

10Notice the quality of schedule S3 does not include the quality achieved by M41since it does not contribute to the contractor’s local utility;

however, when DTC scheduler works on the task structure “newTCE”, it does count the quality of task M4. The purpose of the calculation

without the quality of M41 is to get the marginal utility cost.
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PC0 [M4, starttime: 9, finishtime: 24, qualityachieved: 19.5, qualityrequest: 18]

MUG(PC0) = 0.358 > MUC(PC0) = 0.189

This is an acceptable commitment. In either a SingleStep protocol or a MultiStep-One-Try protocol, the contractee stops here

and accepts PC0 with the combined utility gain of 0.169. In a MultiStep-Two-Try or a MultiStep-Three-Try protocol, the

contractee continues negotiation and tries to find a better commitment.

Step 4: Generate-New-Proposal (Action D in Figure 1)If the contractee decides to find another solution, it attempts to im-

prove the proposal based on its previous proposal and the current proposal from the contractor. It constructs a new proposal by

decreasing the quality request, based on Algorithm A.2 in the Appendix:

PC1 [M4, earlieststart time: 9, latestfinish time: 27, qualityrequest: 13.5]

The contractee agent evaluates this new proposal and finds schedule S5 with this commitment.

S5 : M2(0 − 9)M3(9 − 18)M1(18 − 27)M4[27 − 27]M5(27 − 36)

(with M4’s result available at 27 and achieved quality of 13.5)

Utility(S5) = 0.83,MUG(PC1) = U(S5) − U(S1) = 0.274

PC1 is sent to the contractor.

Step 5: Evaluate-Proposal (Action J in Figure 1)The contractor finds schedule S6 that satisfies the commitment PC1.

S6 : B2(0 − 9)M42[9 − 19]B3(19 − 28)B4(28 − 37)

Quality(S6) = 30;Cost(S6) = 45;Duration(S6) = 37;Utility(S6) = 0.472,

MUC(PC1) = Utility(S3) − Utility(S6) = 0.635 − 0.472 = 0.163

Since the marginal gain is greater than the cost, PC1 is acceptable.

Step 6: Re-Evaluate-Proposal (Action I in Figure 1)The contractee receives and re-evaluates the revised PC1 which has a

higher quality (15) and an earlier finish time:

PC1 [M4, starttime: 9, finishtime: 19, qualityachieved: 15, qualityrequest: 13.5]

S5 : M2(0 − 9)M3(9 − 18)M1(18 − 27)M4[27 − 27]M5(27 − 36)

(with M4’s result available at 19 and achieved quality of 15)

Utility(S5) = 0.851

MUG(PC1) = 0.295 > MUC(PC1) = 0.163

This is also an acceptable commitment. However this commitment with the combined utility gain of 0.132 is worse than the

first solution. Thus in a MultiStep-Two-Try protocol or a MultiStep-Three-Try protocol, the contractee continues negotiation

and tries to find a better commitment.

Step 7: Generate-New-Proposal (Action D in Figure 1)It rebuilds a new proposal by moving the earliest start time later, from

old start time of 9 to 14 by adding 5 (the step size is 5), as specified in Algorithm A.2:

PC2 [M4, earlieststart time:14, latestfinish time: 27, qualityrequest: 9.0]

The contractee agent evaluates this new proposal and finds schedule S7 with this commitment.

S7 : M2(0 − 9)M3(9 − 18)M1(18 − 27)M4[27 − 27]M5(27 − 36)

(with M4’s result available at 27 and achieved quality of 9.0)
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Utility(S7) = 0.767,MUG(PC2) = 0.211

PC2 is sent to the contractor.

Step 8: Evaluate-Proposal (Action J in Figure 1)The contractor finds schedule S8 that satisfies the commitment PC2.

S8 : B1(0 − 9)B2(9 − 18)M43[18 − 24]B3(24 − 33)B4(33 − 42)

Quality(S8) = 40;Cost(S8) = 50.5;Duration(S8) = 42;Utility(S8) = 0.582,

MUC(PC2) = Utility(S3) − Utility(S8) = 0.635 − 0.582 = 0.053

Since the marginal gain is greater than the cost, PC2 is acceptable.

Step 9: Re-Evaluate-Proposal (Action I in Figure 1)The contractee receives PC2 and re-evaluates it based on thehigher qual-

ity and the earlier than requested finish time it gets:

PC2 [M4, starttime:18, finishtime: 24, qualityachieved: 10.5, qualityrequest: 9.0]

MUG(PC2) = 0.232 > MUC(PC2) = 0.053

This is a better acceptable commitment than previously generated. In a MultiStep-Two-Try protocol, the contractee agent will

stop and accept this commitment with the combined utility gain of 0.179. In a MultiStep-Three-Try protocol, the contractee

continues negotiation to find a better commitment.

Step 10: Generate-New-Proposal (Action D in Figure 1)It rebuilds a new proposal by requesting a higher quality andextend-

ing the deadline, as Algorithm A.2 describes:

PC3 [M4, earlieststart time:18, latestfinish time: 31, qualityrequest: 11.55]

The contractee agent evaluates this new proposal and finds schedule S9 with this commitment.

S9 : M2(0 − 9)M3(9 − 18)M1(18 − 27)M4[31 − 31]M5(31 − 40)

(with M4’s result available at 31 and achieved quality of 11.55)

Utility(S9) = 0.767,MUG(PC3) = 0.236

PC3 is sent to the contractor.

Step 11: Evaluate-Proposal (Action J in Figure 1)The contractor finds schedule S10 that satisfies the commitment PC3.

S10 : B1(0 − 9)B2(9 − 18)M42[18 − 28]B3(28 − 37)B4(37 − 46)

Quality(S10) = 40;Cost(S10) = 55;Duration(S10) = 46;Utility(S10) = 0.556

MUC(PC2) = Utility(S3) − Utility(S10) = 0.635 − 0.556 = 0.079

Since the marginal gain is greater than the cost, PC3 is acceptable.

Step 12: Re-Evaluate-Proposal (Action I in Figure 1)The contractee receives PC3 and re-evaluates it based on thehigher

quality and the earlier than requested finish time it gets:

PC3 [M4, starttime:18, finishtime: 28, qualityachieved: 15, qualityrequest: 11.55]

MUG(PC3) = 0.293 > MUC(PC3) = 0.079

Thus PC3 with a combined utility gain of 0.214 is the best solution found so far. In a MultiStep-Three-Try protocol, the con-

tractee agent will accept this commitment and stop; in a MultiStep-Limited-Search protocol, if the predefined iteration limits

have not been reached, the agent will continue searching.
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Figure 6: Search space

As a result of this negotiation, the contractee has obtainedfour acceptable commitments: PC0 starts at 9 and finishes at 24,

achieves quality 19.5 and has a combined utility increment of 0.169, PC1 starts at 9 and finishes at 19, achieves quality 15and

has a combined utility increment of 0.132, PC2 starts at 18 and finishes at 24, achieves quality 10.5 and has a combined utility

increment of 0.179, PC3 starts at 18 and finishes at 28, achieves quality 15 and has a combined utility increment of 0.214. PC3 is

the best solution. Figure 6 shows PC, PC1, PC2 and PC3 in the 2-dimensional search space.

4 Experiment & Evaluation

The experiments are designed to examine how negotiation protocols with different stopping criteria perform in different situations

and find what are the major factors that affect the performance. Two agents have been constructed, the contractee agent and the

contractor agent. Each agent sequentially processes a set of different task structures. Each task structure is generated as a variant

of the basic task structure shown in Figure 2 and Figure 5. Although the basic task structure does not change in this experiments,

it represents a set of problems where the negotiation occursover a non-local task which has interrelationships with other local

tasks, and both the contractee agent and the contractor agent deal with complex local tasks which carry temporal constraints and

interrelationships among them. The number of temporal constraints (deadline and earliest start time) attached to a task varies

from 0 to 3, and the number of “enables” interrelationships among tasks varies from 0 to 3. For example, in Figure 2, there

is a deadline constraint attached to task M2, and there is an “enables” interrelationship between M4 and M5. The purpose is to

generate negotiation contexts with different degrees of difficulty. There is a total of 4096 (26 ∗ 26) test cases resulting from the

combinations of these task structures11. Figure 7 shows the contractee’s task structure and the contractor’s task structure with all

11We recognized the limitation of this experimental setup. There are two ways toset up the experiment. One is to generate all task structures

randomly; the other is to use a template task structure and vary it. We choosethe second approach. The reason is that the first approach brings
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six possible temporal constraints and all six possible interrelationships. Besides the five different protocols described in section

3.1, we also developed a “near-optimal-search” algorithm as a comparison base for the experiment. The “near-optimal-search”

algorithm searches each start time point and finish time point in a reasonable time range, combined with each possible approach for

the non-local task. This “near-optimal-search” however isstill not guaranteed to find the optimal solution since the scheduler we

use is itself heuristic and does not always find the optimal local schedule for the given constraints. Although the local scheduling

is still not “complete”, both agents explore all generated possibilities and find which solution has the highest combined utility;

such a solution is called the “best-found solution”. We compare the solution from each protocol to the best-found solution to

evaluate its effectiveness.
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Figure 7: Examples of various task structures

We collected the following data for each test case in the experimental suite:

• Outcome(Success/Fail): A negotiation session is successful if it ends with a commitment that increases the combined utility.

Otherwise it fails.

• Utility Gain: The difference between the MUG(C) and MUC(C). C is the finally adopted commitment. If the negotiation session

fails, Utility Gain is 0.

• Gain Percentage: The percentage of the utility gain with respect to the combined utility achieved without performing the task

allocation.

• Solution Quality: The goodness of the solution compared to the best-found solution from the “near-optimal-search”. We

compare only the utility increase as a result of the negotiation. Suppose a negotiation solution results in the combinedutility

increased of 18%, and the best-found negotiation solution would increase the combined utility by 20%, then the quality of this

negotiation solution is 90% (= 18/20*100%). If a negotiation fails without reaching an agreement, the quality of the solution is

defined as 0.

• Complexity of Task Structures: A complexity measure of the negotiation is calculated based on the number of constraints

too many variations, hence requiring a large amount of test cases whichis not computationally feasible in our situation. Another reason that we

choose the second approach is, by using the same template, it is easier to analyze the data and understand what are important characteristics that

affect the performance of the algorithms. The experimental results are not intended to be definitive but rather to provide a road map for agent

designers to think about complex negotiation protocols and their effectiveness under different situations.
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(“deadline” and “enables” relationships) in the task structures. The formula we use to calculate this complexity measure is as

follows:

complexity = ir1 + tc1 + ir2 + tc2 + ir1∗tc1+ir2∗tc2+ir1∗ir2+tc1∗tc2+ir1∗tc2+ir2∗tc1
6

ir1: number of interrelationships in the contractee’s task structure; tc1: number of temporal constraints in the contractee’s

task structure;ir2: number of interrelationships in the contractor’s task structure;tc2: number of temporal constraints in the

contractor’s task structure;

For example, in Figure 7,ir1 = 3, tc1 = 3, ir2 = 3, tc2 = 3, complexity = 21. This formula is based on the idea that the

more constraints there are, the more complicated the task structures are, and the more difficult the negotiation should be. The

range of the complexity function in this experimental suiteis [0, 21].

• Number of Negotiation Steps: The length of the negotiation series (Proposal[1] - Counter-Proposal[2]- Proposal[3] - Counter-

Proposal[4] - ...).

Table 2: Comparison of five protocols(AGP: the average of the gain percentage over all 4096 cases. ANNS:the average number of the

negotiation steps over all the cases. GPS: the negotiation gain per negotiationstep (GPS=AGP/ANNS). SQ: the average solution quality over

all 4096 cases. AGPS: the average of the gain percentage over all successful cases. SQS: the average of the solution quality over all successful

cases.)

Success AGP ANNS GPS SQ AGPS SQS

SingleStep 2580 7.63 1.0 7.63 51.44 12.11 81.64

MultiStep-One-Try 4088 10.17 1.48 6.87 72.37 10.19 72.51

MultiStep-Two-Try 4088 11.9 4.69 2.55 84.57 11.97 84.74

MultiStep-Three-Try 4088 13.4 6.42 2.09 96.21 13.43 96.39

MultiStep-Limited-Effort 4088 13.9 8.15 1.7 99.36 13.93 99.55

Table 2 shows the comparison of these five protocols. Out of the 4096 test cases, the SingleStep protocol succeeds in 2580

cases, the other four MultiStep protocols succeed in 4088 cases. Among these 4088 cases, there are 1508 cases in which the

MultiStep-One-Try protocol finds a better solution than theSingleStep protocol; there are 2298 cases in which the MultiStep-

Two-Try protocol finds a better solution than the MultiStep-One-Try protocol; there are 2168 cases in which the MultiStep-Three-

Try protocol finds a better solution than the MultiStep-Two-Try protocol; there are 675 cases in which the MultiStep-Limited-

Effort protocol finds a better solution than the MultiStep-Three-Try protocol. For the SingleStep protocol, the average solution

quality(SQ) is 51.44% of the best-found solution; the average number of the negotiation steps(ANNS) is 1, and the average utility

gain from negotiation (AGP) is 7.63% of the combined utilitywithout negotiation. Hence the average negotiation gain over each

negotiation step (GPS=AGP/ANNS)) is 7.63% of the combined utility without negotiation. For the four MultiStep protocols, as

the average negotiation step number (ANNS) increases from 1.48 to 8.15, the average solution quality(SQ) also increases from

72.37% to 99.36%, while the negotiation gain over each step (GPS) decreases from 6.87% to 1.7%.

Figure 8 shows how these five protocols perform based on our simple measure of negotiation complexity. As the complexity

of the task structures increases, the negotiation problem becomes harder to solve, because the search space for a potentially valid

solution is narrowed as the number of constraints in the taskstructures grows. The SingleStep protocol performs almostas well as

the other four protocols when the problem is very easy (the complexity is very low), but its performance decreases dramatically
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Figure 8: Comparison of five protocols according to the task structure complexity measure(the solution quality is a relative quality

compared to the best-found solution, number 100 means the best-foundsolution)

as the complexity increases. Furthermore, Figure 8 tells usthat the MultiStep-(n + 1)-Try protocol performs much better than

the MultiStep-n-Try protocol in the more constrained situation (e.g. when complexity is larger than 5). When there are fewer

constraints or too many constraints, the extra search beyond the MultiStep-Three-Try does not bring additional gains.This is

because when there are fewer constraints it is very likely that the previous search has found a very good solution; and when there

are many constraints, it is hard to find a better solution as a result of the extra search.

Figure 9 shows the performance of each protocol with error bar (the confidence level is 0.9). We find that as the negotiationeffort

increases, the performance of the protocol is more stable. SingleStep protocol sometimes fails even in the medium complexity

situation, MultiStep-One-Try protocol sometimes has a solution quality that is only 10% of the best-found solution. However,

with MultiStep-Two-Try protocol, we have the confidence that over 90% of the time, the solution quality is at least 50% of the

best-found solution. With MultiStep-Three-Try, the lowerbound of the solution quality is raised to 70% of the best-found solution.

The agent can choose an appropriate protocol depending on its quality requirement and available time.

The above mentioned data has shown that the performance of each protocol is highly related to the difficulty of the specific

negotiation problem. Because each protocol requires different amounts of negotiation effort, it is important for an agent to choose

an appropriate protocol that balances the negotiation gainand negotiation effort. Negotiation gain can be represented as theutility

gain from the negotiation; negotiation effort can be measured bythenumber of negotiation steps. The negotiation effort grows

as thenumber of negotiation stepsincreases. The negotiation cost affects the agent’s utility for the following reasons. The first

reason is that the negotiation process consumes resources (i.e. time, computational capability, communication capacity, etc.)

that otherwise could be used for other tasks; the second reason is that the negotiation process itself has an influence on how

and when the contracted task could be executed, which can in some cases reduce the utility. For example, the contracted task
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Figure 9: The performance of all protocols with error bars
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without negotiation could be started as early as time 10; however the negotiation process also starts at time 10. The longer the

negotiation process takes, the later the task can actually be started. More generally, the effect of the negotiation cost on the utility

is domain dependent. The following domain characteristicsare related: how much slack time there is for the contracted task; how

much advance time is available for negotiation without affecting the earliest start time of the task; and the frequency of new tasks

arriving, opportunity cost and so forth. Given the above factors, it is hard to measure exactly how the negotiation cost affects the

agent’s utility. We use the following approximated approach: to make the negotiation cost and gain comparable, thenumber of

negotiation steps (n)can be mapped into a certain percentage of utility (c ∗ n) by multiplying a constant c. The value ofc can be

chosen according to the actual situation and it should reflect how the negotiation cost affects the overall utility. Without losing

generality, c is set to 0.5 in this experiment. That means each step of negotiation decreases the achieved combined utility by 0.5%

the initial combined utility without negotiation. The net negotiation gain in Figure 10 is calculated as the following formula:

net negotiation gain =

Un−U0
U0

−c∗n
Ubest−U0

U0
Un: combined utility after negotiation;U0: initial combined utility without negotiation;Ubest: combined utility with the best

negotiation solution.

Figure 10: Negotiation gain beyond effort

Figure 10 shows the comparison of thenet negotiation gain(the negotiation gain minus the negotiation effort) of the five

protocols. In Figure 10, we can see a phase transition like phenomenon[3]: when the negotiation situation is very simple(com-

plexity < 5), the Single-Step protocol works as well as the MultiStep-One-Try protocol, and the MultiStep-Two-Try protocol and

the MultiStep-Three-Try protocol are not good choices. Whenthe negotiation situation is very difficult (complexity> 19), the

MultiStep-One-Try protocol should be chosen; the extra negotiation effort of the MultiStep-Two-Try and the MultiStep-Three-Try

protocol does not bring reasonable extra gain. When the negotiation situation is of medium difficulty, then the extra gainexceeds
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the extra effort, and the MultiStep-Three-Try protocol is advantageous in this phase. The MultiStep-Limited-Effort is not a good

choice in this experimental setup since the negotiation cost is too high. The difficulty of the negotiation situation is simply mea-

sured by the number of constraints in the agents’ task structures, which is a “reasonable” measure but by no means a completely

accurate measure of the distributed search complexity. Though this measure is very simple, it does provide important predicative

information. Thus, it seems appropriate for the contractoragent to inform the contractee agent of its local constraints number

before the negotiation process starts; the contractee agent can then decide which protocol to use (how much effort to putin the

negotiation) according to the estimate of the negotiation difficulty.

complexity < 5.0 5.0 - 19.0 >=19.0

AGP ANNS GPS AGP ANNS GPS AGP ANNS GPS

SingleStep 12.81 1 12.81 7.24 1 7.24 0 1 0

MultiStep-One-Try 13.07 1.05 12.45 9.96 1.51 6.59 5.8 2 2.9

MultiStep-Two-Try 13.3 6.14 2.16 11.85 4.57 2.6 7.89 7.23 1.09

MultiStep-Three-Try 13.58 6.83 2.2 13.4 6.38 2.1 9.73 8.62 1.13

MultiStep-Limited-Effort 13.67 7.15 2.22 13.93 8.23 1.69 9.74 9.77 0.997

utility/negotiation-step < 0.20 < 5.19 > 5.19 < 0.29 < 0.78 < 5.31 > 5.31 < 0.39 < 5.46 > 5.46

SingleStep best best best

MultiStep-One-Try best best best

MultiStep-Two-Try

MultiStep-Three-Try best

MultiStep-Limited-Effort best best best

Figure 11: Comparison of five protocols(AGP: the average of the gain percentage. ANNS: the average numberof the negotiation steps.

GPS: the negotiation gain over each step.)

Figure 11 shows each protocol’s performance under the threedifferent situations: low complexity, medium complexity and high

complexity task structures. The table shows the amount of negotiation gain (AGP) and negotiation cost (ANNS). The negotiation

gain over each step (GPS) provides an upper bound limit on theusefulness of the protocol (cost is less than gain). Let us assume

that in a specified application domain, each negotiation step costs c percent of overall utility, then if c is less than GPSthe protocol

is useful. For example, in the low complexity situation, theMultiStep-Two-Try protocol could be useful only if each negotiation

step costs less than 2.16% of overall utility. Also the tableshows under each of those three situations, which protocol is the best

one when the negotiation cost changes. For example, in the situation of medium complexity (complexity between 5 and 19),

when each negotiation step costs less than 0.29% of overall utility, the MultiStep-Limited-Effort protocol is the best; when each

negotiation step costs more than 0.29% but less than 0.78% ofoverall utility, the MultiStep-Three-Try protocol is the best; when

each negotiation step costs more than 0.78% but less than 5.31% of overall utility, the MultiStep-One-Try protocol is the best;

when each negotiation step costs more than 5.31% of overall utility, the SingleStep protocol is the best. Figure 12 illustrates the

above information in another way.

Based on these empirical results, the following observations can be made:

1. In almost all the situations (except the very simple situation), the MultiStep-One-Try protocol is much better than the SingleStep

protocol, since it achieves significantly more gain with little extra effort.

2. The MultiStep-Two-Try and MultiStep-Three-Try protocols are worthwhile in the medium-difficult negotiation situation. The

agent could decide if it is worthwhile to spend any extra effort. If the task structures have very few or very tight constraints then

the MultiStep-One-Try protocol is sufficient.

3. The complexity measure based on the number of constraintscan be used to choose the appropriate protocol that balancesthe
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Figure 12: Best protocol under different situations

negotiation gain and effort.

5 Additional Thoughts

As mentioned in the previous section, the protocols’ performance is highly related to the difficulty of the negotiation problem; we

tried to find some good predictors that the agent can use to select the best protocol. The complexity measure is such a predictor;

it is easily obtained (just count the number of constraints)and it works well, as shown in section 4. However, it is not a perfect

measure. The large variance in the data shows that it can’t capture more detailed information. Hence, we have done additional

work trying to find a better predictor.

5.1 Analysis of Solution Space

First, we tried to understand what makes a negotiation problem difficult. The structure of the solution space was examined because

we thought the number of solutions may affect the difficulty of a problem. A near-optimal-search was performed and all solutions

were obtained (of course, this measure could not be a predictor, but just helps us analyze the problem). The following four

measures were calculated:

1. Solution Number (sn): the number of solutions.

2. Unique Solution Number (usn): the number of unique solutions. This only counts solutions that have different start times.

3. Good Solution Number (gsn): the number of good solutions.If the solution is better than 3/4 of the best-found solution, it is a

good solution.

4. Unique Good Solution Number (ugsn): the number of unique,good solutions.

The relationship between the performance of the protocols and these measures was then studied. It needs to be pointed outthat

the difficulty of the negotiation problem is actually an abstract term. In general, an easy problem should be easy to solve, a hard

problem should be hard to solve. However, how hard or how easyto solve a problem also depends on what algorithm is used to

solve it. Hence, the performance of the negotiation protocols may not reflect the difficulty of the problem perfectly, butit does

give us some sense of the difficulty.
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Figure 13: Comparison based on solution number (The solution quality is relative to the best-found solution.)

All four of these measures provide a similar result. Let’s use the solution number as an example to explain our observation

(Figure 13). It seems that the difficulty is not changing continuously according to the solution number. The solution number

divides the problems into two categories: When the solution number is smaller than a certain number (85), the SingleStep protocol

always fails, and there is a relatively big gap between the performance of the first two MultiStep protocols and the other two

MultiStep protocols. When the solution number is larger thana certain number (85), there is no continuous large gap amongall

those protocols, although the SingleStep protocol still fails at certain points.

From the above observation we find that it is not only the number of solutions that affects how each protocol performs, but also

some other characteristics of the solution space structure, such as how the solutions are distributed in the search space, and how

far away the best solution(there may be more than one best solution) is from the initial proposal, etc.

5.2 Definition of Flexibility

We also developed a more complex flexibility measure (extending the complexity measure described by Deshmukh in [6]) that

measures how flexible a set of tasks is:

A set of tasksTS ={T 1, T2, ... ,Tn}

For each taskTi: esti (earliest start time),dli (deadline),di (duration of processing time)

For any two tasksTi andTj : if taskTi must be finished before TaskTj then the precedence function takes value of 1:p(i, j) = 1;

otherwisep(i, j) = 0.

ϕi = di∑
n

j=1
dj

if p(i, j) = 1, πij = dli − esti − di , the slack time of taskTi;

if p(i, j) = 0, πij = 0;

π∗

ij = πij ∗ ϕi

The flexibility of a set of tasks TS is defined as:F (TS) = −
∑

π∗

ij ∗ log π∗

ij
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If there is no feasible linear schedule for the task group, the flexibility is defined as -1.

The flexibility of a single task t is defined as:F (t) = dl(t)−est(t)
d(t) .

The characteristic of this flexibility measure is that the more slack time the tasks have, and the fewer precedence relationships

among those tasks, the greater the flexibility. If the agent has more slack time for its local tasks and fewer precedence constraints

among them, it is easier to arrange its local tasks and hence leave more space for additional tasks. The flexibility measure should

capture more detailed information about local tasks compared to the complexity measure.

5.3 Flexibility Related Measures

Based on the flexibility of a set of tasks and the flexibility ofa single task, we developed the following measures to describe a

negotiation situation: The contractee has a task structure(TSa) and the contractor has a task structure (TSb), and the contractee

needs to assign the non-local task Tnl to the contractor.

1. Flexibility Sum Measure (fsum): fsum = F(TSa) + F(TSb)

2. Flexibility Product Measure (fproduct): fproduct = F(TSa)* F(TSb)

3. Flexibility Max Measure (fmax): fmax = Max (F(TSa), F(TSb))

4. Flexibility Min Measure (fmin): fmin = Min (F(TSa), F(TSb))

5. Task Flexibility Sum Measure (tfsum): tfsum = F(Tnl)+F(TSb)

6. Task Flexibility Product Measure (tfproduct): tfproduct = F(Tnl)*F(TSb)

7. Task Flexibility Max Measure (tfmax): tfmax = Max(F(Tnl), F(TSb))

8. Task Flexibility Min Measure (tfmin): tfmin = Min(F(Tnl), F(TSb))

Figure 14: Comparison based on flexibility product measure (fproduct)
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Almost all of these measures (except the fmin measure, whichdoes not seem to be a good approach to combine the two flexibility

measures) provide results similar to the complexity measure: as the flexibility related measure decreases, the difference among the

performance of the protocols increases. Figure 14 shows thecomparison of the five protocols according to thefproduct measure.

5.4 Initial Range Related Measures

We also found that the initial proposed range for the non-local task is an important factor that affects the protocols’ performance.

The following are two measures based on the initial range:

1. Initial Range and Constraints Number Measure (rconst): rconst = (c1 − Initial Range(Tnl)/c2) + ir2 + tc2 12

2. Initial Range and Flexibility Measure (rflex): rflex = Initial Range(Tnl)/c2 + F (TSb)∗c3

These two measures also provide results similar to the complexity measure. Figure 15 shows the comparison of the five protocols

according to therconst measure.

Figure 15: Comparison based on initial range and constraints number measure (rconst)

We have tried all of the above approaches but did not find a completely satisfying measure of the negotiation difficulty. The

problem is much harder than we originally thought. The question of how to combine the characteristics of the subproblems

together to predict the characteristics of the problem as a whole is still an open issue. In hind sight, given that we are doing a

distributed optimization search over interdependent search spaces where there can be complicated interdependence among the

spaces, this conclusion is not surprising.

6 Conclusions & Future Work

In this paper, we presented a cooperative, multi-step negotiation mechanism that searches over multiple attributes using a joint

utility function that reflects the concerns of both agents inthe negotiation. We showed that the application of this mechanism to
12ir2: number of interrelationship in TSb; tc2: number of temporal constraints in TSb; c1, c2 and c3 are constant numbers used to adjust the

range of the data values. c1=8, c2=5. c3=10.
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the task allocation domain in a cooperative system. The contractee agent has a task that needs to be performed by other agents.

To perform this task, the contractor agent can choose from several alternatives that produce different qualities and consume

different resources. This context requires a complex negotiation that leads to a satisfying solution with increasing combined

utility. We first examined a binary search algorithm as a mechanism to find a compromise between the contractee’s protocol

and the contractor’s counter-proposal. After carefully analyzing the trace of this negotiation mechanism, we developed a better

way to do the distributed search in the agents’ negotiation.The range-by-range algorithm searches a broader space and exploits

the domain knowledge from the previous communication to improve the negotiation process. Instead of a tightly constrained

proposal, the range proposal allows the contractor agent tohave more freedom to effectively react to the requested commitment,

which improves the efficiency of the negotiation. The multi-step negotiation mechanism is actually an anytime mechanism: by

investing more time, the agent may find a better solution. A set of multi-step protocols are developed based on this mechanism.

Experimental work is presented which shows how different protocols work in varying situations. For comparison, a near-optimal-

search is performed as a baseline. As a result of this experimental work, we found a phase transition like phenomenon in the

operation of the negotiation mechanism: When the negotiation situation is very simple or very difficult, extra negotiation effort

does not bring reasonable extra gain. When the negotiation situation is of medium difficulty, the extra gain exceeds the extra effort

required by the protocols that do more search. We also found that meta level information could be used to provide advice onhow

the agent should choose the protocol to balance its gain and effort of negotiation. We develop several predictors to measure the

negotiation difficulty, so that an agent can choose the appropriate protocol. This is a very hard problem. Although we have not

found a perfect predictor, we did find some simple measures that are helpful.

We would like to continue this work to obtain a better understanding of the negotiation problem characteristics. These char-

acteristics should help us to evaluate the difficulty of a specific negotiation problem better, estimate the probabilityof finding a

good solution before the negotiation is even started, and ultimately, and help the agent make a more reasonable decisionabout the

probable cost and duration of a negotiation, and potential gain.
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A Algorithms
Algorithm A.1 Refining process
Related variables:current proposal (CP): est (earliest start time), dl (deadline), min1 (quality request)
delt t1 (=2), delt t2 (=3): a short period of time;
reduceratio (=0.6): a small number (0.0 < reduce ratio < 1.0) used to reduce the minimum quality request of current proposal;
begin

n=0;
repeat

n++;
if ((n mod 2) == 1)

//relax the time constraints
est = est - deltt1;
dl = dl + delt t2;

else
//lower the quality request
minq = minq * reduceratio;

schedules local tasks and NL with new requests (est, dl, minq);
if a schedule contains NL with all requests satisfied and MUC< MUG

// found an acceptable counter-proposal
build the new counter-proposal (NCP) based on this schedule
(the start time (st) and the finish time (ft) for NL and NL’s quality achievement
are extracted from the schedule and put into a newly created proposal.)
break;

until a counter-proposal is built
end

Algorithm A.2 New proposal generating process
Related variables: Initial proposal (IP): est0 (earliest start time), dl0 (deadline), minq0 (quality request);
Previous proposal (PP): est1 (earliest start time), dl1 (deadline), minq1 (quality request);
Current proposal (CP): st (start time), ft (finish time), qa (quality achieved);
current duration = ft - st;
muc: marginal utility cost of current proposal;
delt t (=7): a short period of time;
stepsize (=5): the size of the step moved in time dimension;
averagequality value: the average quality the non-local task may achieve;
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quality increaseratio (=1.1): a small number (1.0 < quality increase ratio < 2.0) used to increase the current quality request;
cost reduceratio (=0.5): a small number (0.0 < cost reduce ratio < 1.0) used to reduce the current marginal utility cost;
enlargerate (=1.3): a small number (1.0 < enlarge rate < 2.0) used to increase current duration;
quality reduceratio (=0.6): a small number (0.0 < quality reduce ratio < 1.0) used to reduce the quality request;
begin

if (PP is acceptable)
if (qa < averagequality value and not in the initial range)

//relax the time constraint and increase the quality requirement
est = st;
dl = ft + delt t;
minq = averagequality value * quality increaseratio(1.1);

else if (qa> averagequality value and in the initial range)
//lower quality requirement to reduce marginal quality cost
est = est1;
dl = dl1;
minq = averagequality value * quality reduceratio(0.6);
muc = muc * costreduceratio(0.5);

else
//move to a later time range
est = est1 + stepsize;
dl = est + current duration;
minq = averagequality value * quality reduceratio(0.6);
muc = muc * costreduceratio(0.5);

else //previous proposal is rejected
if (first counter-proposal)

if(dl1 - est1< current duration)
//enlarge the time range and lower quality requirement
est = est1;
dl = est + current duration * enlargerate(1.3);
minq = averagequality value * quality reduceratio(0.6);
muc = muc * costreduceratio(0.5);

else
//adjust the time range to be a little bit longer than the current execution time and request a quality
//higher than the average quality
est = est1;
dl = est + current duration + delt t;
minq = averagequality value * quality increseratio(1.1);

else
if (qa > averagequality value)

//request a higher quality with a later finish time
est = st;
dl = ft + delt t;;
minq = averagequality value * quality increaseratio(1.1);

else
//move to the next time range
est = st + stepsize;
dl = est + current duration;
minq = averagequality value * quality reduceratio(0.6);
muc = muc * costreduceratio(0.5);

repeat
evaluated new proposal with (est, dl, minq, muc)
if (mug> muc)

//find a good new proposal;
break;

else
//move closer to the previous proposal
if (dl < dl0)

dl = (dl + dl0)/2;
else

dl = est + current duration + delt t;
muc = muc*costreducerate;

until a good new proposal is found
end
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