We examine the design space of auction mechanisms and identify three core activities that structure this space. Formal parameters qualifying the performance of core activities enable precise specification of auction rules. This specification constitutes an auction description language that can be used in the implementation of configurable marketplaces. The specification also provides a framework for organizing previous work and identifying new possibilities in auction design.

Economics is fundamentally about the allocation of scarce resources. Given that many multiagent systems involve the allocation of resources, it is natural that the connection between AI and economics has become a common theme in AI. This emphasis is also certainly influenced by the automation of commercial activities on the internet and the potential benefits of intelligent software support for these economic activities.

Auctions are central to this confluence of research agendas because they represent a class of basic mechanisms by which economic systems compute the outcome of social interactions. At the same time, as a key component of business-to-business internet marketplaces, auctions pose computational and engineering challenges both in the design of the auction servers and in the construction of software to support the decision tasks of auction participants.

In economic literature, analysis of auction protocols sometimes blurs the distinction between the “rules of the game” (hereafter called the mechanism) and the behavior of the participants. This orientation is natural because the goal of the analysis is to predict the performance of a particular mechanism in a particular setting. A large body of literature exists mapping combinations of mechanisms and assumptions about participant types to outcomes (Engelbrecht-Wiggans 1980; Friedman 1993; McAfee 1992; Milgrom and Weber 1982).

However, as computer scientists interested in building auction systems, we take an operational perspective on this corpus of knowledge. Assumptions about the types of participants are critical to the analysis of an economic model and the selection of a particular mechanism. However, they are largely irrelevant to the operation of a particular mechanism and often unknown to the designers of generic auction platforms.

This article has several goals: First, we draw a sharp distinction between the mechanism and the participants and discuss the latitude that a designer might have depending on the scope of control. Second, we present an operational parameterization of the space of auction designs that lends itself to modular implementation in servers and precise descriptions of auction rules. Finally, we want to convey a sense of the complexity of the auction environment and the challenges associated with designing agents capable of participating in markets.

System, Auction, or Agent

Negotiation frameworks can broadly be classified by the manner in which the participants communicate. In unmediated negotiation, the participants send messages directly to each other. Mediated mechanisms involve a third party who manages communication among the participants. The mediator is more than a mes-
Agents are mediators that facilitate the negotiation of market-based exchanges. The auction accepts messages in the form of bids, which express a willingness to exchange particular quantities of resources for specified monetary values. This definition includes a wide variety of institutions in the modern economy, including used car auctions, art auctions, the stock market, and the competitive bidding process used by companies and governments to contract suppliers. Auctions have also been used to mediate resources in multiagent systems (Durfee, Kiskis, and Birmingham 1996; Tsvetovatyy 1997).

When analyzing any multiagent system involving negotiation, we must be very careful to clearly state which elements of the system are under the control of the designer. Figure 1 illustrates the following three cases:

First is **agent scope**: The designer controls a single agent. Generally, the designer will be concerned with maximizing the individual agent's utility. The agent designer does not get to choose the rules of the game but will instead look for ways to manipulate the game to the benefit of his/her agent.

Second is **mechanism scope**: The designer...
controls the mechanism but not the agents that participate in it. The designer's task is one of incentive engineering—to select rules for the game that induce the agents to play in a manner that leads to the desirable social objectives. Typically, the objective is to maximize the overall quality of the allocation or achieve some goal of a particular agent with authority over the mechanism (for example, maximizing revenue to a distinguished seller).

Third is system scope: There are some situations in which the designer has control over both the mechanism and the agents. In such cases, the designer has the freedom to choose mechanisms and agent strategies in a way that satisfies the design objectives.

The third scope applies in closed systems in which a single entity is controlling all elements of the system. One example is a company installing an agent-based factory control architecture in which the agents represent jobs and machines and, through distributed computation, negotiate an allocation of machine time to jobs. Because the designer controls all elements of the system, weaknesses in the selected auction mechanism can be compensated for in the agent strategies. However, if the agent behaviors imposed are obviously irrational, then one might question whether the system is best viewed in agent terms at all.

Most electronic-commerce applications entail open systems; each participating entity is in control of its own software representative. The mechanism designer can define the communication interfaces and select the mechanism's rules but cannot enforce particular strategic behaviors. If there is real money at stake, participants will search for strategies that earn them a greater share of the pot.

A designer working within any of these scopes is necessarily concerned with the rules of the auction.

**Parameterized Auction Rules**

In the process of designing the Michigan Internet Auction Bot (Wurman, Wellman, and Walsh 1998), we studied many auctions described in the literature and used on the world wide web. In attempting to characterize their similarities and differences, we found it convenient to organize their features according to how they perform three basic activities common to all auctions.

First is handle bid requests. The messages agents send to the auction typically constitute offers to participate in deals stated at specified terms. We assume that agents can have at most one active offer, or bid, in the system at any particular time. This assumption is without loss of generality because the framework admits arbitrarily complex bids. A bid can be replaced simply by submitting a new bid. A withdraw is simply a request to turn an active bid into a null bid.

Second is compute exchanges. The outcome of an auction is a set of deals, or exchanges, consistent with the offers expressed in the bids received. The task of computing exchanges is called clearing because it typically leaves no possible exchanges among the remaining bids.

Third is generate intermediate information. Many auctions reveal information about the state of bidding during the process, intended to help guide bidders toward a final outcome. Often, the information takes the form of hypothetical prices summarizing the potential deals implicit in the current bid state.

In the rest of this section, we provide an overview of the range of policies governing each of these tasks, followed by a discussion of the scheduling of the tasks. A mathematical treatment of these rules is provided in Wurman, Wellman, and Walsh (2001).

It should be noted that the parameterization is defined over multicommodity auctions, that is, auctions whose purview might be more than one type of resource. Thus, the parameterization can usefully be applied to the recent work in combinatorial auctions (auctions that permit bids on combinations of items). In fact, it was the attempt to map common auction rules to these more complex domains that led to many of the insights in this work.

**Bidding Rules**

The bidding rules determine the semantic content of messages, the authority to place certain types of bids, and admissibility criteria for submission and withdrawal of bids.

In an auction for a single item, the content of a bid is simply a price. In multiunit auctions, the bid might specify a schedule of prices and quantities indicating the amount of the resource that the bidder is willing to buy or sell at every price. In many cases, complex bid expressions can be simplified by allowing bids to be divisible. For example, the expression “I will sell up to 100 units at $12 apiece” is much more concise than listing all possible quantity values between 1 and 100. More generally, a bid is a collection of offers, each of which specifies a monetary value and a combination of resource quantities. This general definition allows for expressions such as “I am willing to pay $10 to supply one unit of A and receive two units of B.”

An auction might have rules that specify
which bidders are authorized to make which types of bids. A classic English auction is an auction in which only the designated seller can place a sell offer (which determines the reserve price). In many B2B procurement auctions, suppliers go through a prequalification process that grants them the authority to participate. In addition, in some B2B auctions, bidders might be assigned to classes, some of which might receive special consideration by the auction. In procurement situations, the buyer is able to favor its most preferred suppliers while it fosters a dynamic and competitive marketplace.

The rules that govern bid admission and withdrawal are more complex. Single-sided auctions are usually designed with rules that require bidders to improve their bids as the auction progresses. The English auction achieves its ascending nature by requiring that a new bid be higher than the current highest bid, typically by some increment. In the more general multicommodity case, we find it useful to satisfy this intent by combining two rules.

First is bid dominance: This rule requires that an agent’s replacement bid be an improvement over its previous bid. Typically, offers to sell (buy) improve by offering to sell (buy) at least as many units at each price.

Second is beat the quote: This rule requires that an agent’s replacement bid cause it to win. beat the current highest bid (price quotes are discussed in more detail later).

The beat-the-quote rule is more directly inspired by the English auction, but it is not sufficient for complex settings. In multiunit auctions for a single resource in which agents submit bid schedules, it is often desirable to require not only that an agent’s revised bid increase its activity level but also that the agent not decrease its demand (or increase its supply) at other prices. Likewise, in the multicommodity case, it is usually too restrictive to require that an agent not decrease its activity level on any commodity from one bid to the next. Such a rule would, for example, prevent an agent that is currently winning A from placing a bid that would cause it to win B and not A. For such situations, bid dominance combined with a beat-the-quote rule that requires increased activity on at least one resource (but permits decreased activity on others) might be the right combination.

In many auctions, participants can withdraw bids or submit bids that are valid for only a specified period of time or until the next clearing event. Although most auctions either allow withdrawals or not, some auctions can permit bid withdrawals only if the bid is not currently winning.

Activity rules—a recent innovation in multicommodity auction design—are also motivated by the desire to encourage progressive bidding. Such rules typically restrict a bidder’s allowable actions based on its activity level, which might be measured by what it would hypothetically exchange in the current state or directly in terms of its bidding history. The Federal Communications Commission spectrum license auctions (McMillan 1994; Milgrom 2000) are a well-known auction with activity rules. To our knowledge, the range of choices of activity rules has not been explored systematically.

Clearing Rules

As noted earlier, the principal task of an auction is to compute exchanges based on bids received. Generically, this task involves determining (1) which agents trade and (2) what payment is associated with each transaction. Many policies have been proposed for computing the exchange set and the transaction payments. We generically refer to these policies as matching functions and identify some key attributes and candidate policies.

A bidder’s surplus is the difference between the amount that he/she is willing to pay (accept, if selling) and the actual monetary amount of the transaction. If a transaction generates nonnegative surplus for both agents, it is considered mutually beneficial. A matching function is locally efficient if it produces transactions that generate as much surplus—with respect to willingness expressed in the bids—as any other

<table>
<thead>
<tr>
<th>Agent</th>
<th>Offer</th>
<th>Submission Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>a6</td>
<td>Buy 1 unit at $6</td>
<td>t1</td>
</tr>
<tr>
<td>a5</td>
<td>Sell 1 unit at $5</td>
<td>t3</td>
</tr>
<tr>
<td>a4</td>
<td>Buy 1 unit at $4</td>
<td>t4</td>
</tr>
<tr>
<td>a3</td>
<td>Buy 1 unit at $3</td>
<td>t6</td>
</tr>
<tr>
<td>a2</td>
<td>Sell 1 unit at $2</td>
<td>t5</td>
</tr>
<tr>
<td>a1</td>
<td>Sell 1 unit at $1</td>
<td>t2</td>
</tr>
</tbody>
</table>

Table 1. An Example Six Bids.
consistent exchanges. Generally, there are many ways to divide the surplus among the agents for any given locally efficient allocation.

Local efficiency serves as a proxy for global efficiency when the auction has only the bids on which to base its computation. Throughout this section and the next, we present examples of a single-commodity auction with multiple buyers and sellers who place divisible bids. Because of space limitations, we provide only an overview of the application of these concepts to more complex trading scenarios. We use the set of bids shown in table 1 to illustrate some common policies in the single-commodity, divisible-bid case.

The set of mutually beneficial individual trades is \( a_1 \to a_6, a_2 \to a_4, a_1 \to a_6, a_2 \to a_6, \) and \( a_5 \to a_6. \) Of course, some of these trades are mutually exclusive. A subset of the feasible combinations of trades is shown in table 2. The table is augmented with a column indicating what total surplus was created by the set of exchanges, whether the exchange set is locally efficient, and whether it is supportable by uniform prices (described later).

A general procedure for finding the set of bids that entail the locally efficient allocation when resources are discrete and bids are divisible is as follows: Rank all the bids (both buy and sell offers) by bid value. Let \( M \) be the number of unit sell offers in the bid set. Counting down from the highest bid in the ranked set, identify the \( M \)th and \( (M + 1) \)st bids and their respective prices, \( p_M \) and \( p_{M+1} \). Let \( m \) be the number of sell offers at or below \( p_{M+1} \) and \( n \) be the number of buy offers at or above \( p_M \). Let \( l = \min(m, n) \). The set of bids that belong in the exchange set is then the \( l \) highest buy offers and the \( l \) lowest sell offers. This procedure, along with an analysis of its implications in sealed bid auctions and an efficient algorithm to implement it in iterative auctions, is presented in Wurman, Walsh, and Wellman (1998).

Applying this procedure to the example in table 1 produces \( M = 3, p_M = 4 \) and \( p_{M+1} = 3 \). The set of buyers at or above \( p_M \) is \( \{a_4, a_5\} \), and the set of sellers at or below \( p_{M+1} \) is \( \{a_1, a_2\} \). In table 2, the exchanges \( e_1 \) and \( e_2 \) represent the two permutations of the members of the locally efficient exchange set.

In the example, all bids are for a single unit. The procedure also works when multiunit bids are divisible. When bids are indivisible, we are generally faced with a packing problem. In practice, auction sites such as UBid use a greedy algorithm to compute the exchange set. Recently, computer scientists have investigated algorithms to solve the winner determination problem (that is, compute the locally efficient

<table>
<thead>
<tr>
<th>Exchange</th>
<th>Trades</th>
<th>Total Surplus</th>
<th>Efficient</th>
<th>Uniform Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>( e_1 )</td>
<td>( a_1 \to a_6, a_2 \to a_4 )</td>
<td>7</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>( e_2 )</td>
<td>( a_1 \to a_6, a_2 \to a_4 )</td>
<td>7</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>( e_3 )</td>
<td>( a_1 \to a_6 )</td>
<td>5</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>( e_4 )</td>
<td>( a_1 \to a_4, a_2 \to a_6, a_5 \to a_6 )</td>
<td>5</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>( e_5 )</td>
<td>( a_1 \to a_4, a_2 \to a_6, a_5 \to a_6 )</td>
<td>5</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>( e_6 )</td>
<td>( a_1 \to a_4, a_2 \to a_3 )</td>
<td>4</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>( e_7 )</td>
<td>( a_1 \to a_4, a_2 \to a_4 )</td>
<td>4</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>( e_8 )</td>
<td>( a_1 \to a_4, a_5 \to a_6 )</td>
<td>4</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>( e_9 )</td>
<td>( a_2 \to a_4 )</td>
<td>4</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>( e_{10} )</td>
<td>( a_2 \to a_4, a_5 \to a_6 )</td>
<td>3</td>
<td>N</td>
<td>N</td>
</tr>
</tbody>
</table>

Table 2. Some of the Feasible Exchange Sets for the Six-Bid Example.

Matching policies can also be classified by the manner in which they set the transaction price(s). Clearly, the price associated with any particular transaction must be no more than the buyer’s bid and no less than the seller’s bid. A uniform price policy uses the same price for all trades computed during a single clear event. In contrast, discriminatory policies can charge different prices to different agents. This discrimination is not necessarily tied to the agent’s identity; rather, it is often induced by attributes of the agent’s bid.

In exchanges $e_1$ and $e_2$, any price $p$ such that $4 \geq p \geq 2$ satisfies the conditions of being a uniform price for both transactions. Most uniform price policies, however, select an equilibrium price. In the single-unit case, $p_M$ and $p_M^+$ define the range of equilibrium prices. By picking a price within this range, we guarantee not only that the agents in the exchange set are willing to trade at the computed price but also that the agents not in the exchange set do not want to trade.

Other pricing schemes are present in the literature that generate uniform prices but do not use the locally efficient exchange set. For example, McAfee’s (1992) DUAL PRICE mechanism computes an equilibrium price but then removes the lowest buyer and highest seller from the exchange set if one of their bids helps determine the transaction price. The dual-price policy would result in exchange set $e_3$. This scheme sacrifices efficiency to ensure that truth telling is a weakly dominant strategy (that is, an agent could do no better than to place an offer representing its true value). Although McAfee studied only a sealed-bid version of the auction, the matching function can be isolated as a component in the parameterization framework.

Under discriminatory pricing, the price of each transaction is bounded only by the bids involved. Several methods present themselves in this case. For example, we can set the price of each transaction according to the bid of the buyer, or always by the bid of the seller, or by some linear combination thereof. An alternative is to base the price on the order the bids were received typically but not necessarily, using the price of the earlier bid. Table 3 shows the prices resulting from each of these policies when applied to exchange sets $e_1$ and $e_2$. The prices are presented in the order of the two transactions in the respective set.

Notice that the payment that an individual agent makes (receives) depends on which of the two exchange sets is used. Under the buyer’s-bid policy, $a_1$ receives 6 if the auction uses exchange set $e_1$ but only 4 in $e_2$. This example illustrates a key difference between the uniform price and discriminatory policies; in both cases, an agent might be able to manipulate its bid to affect the price it pays, but discriminatory pricing can also give incentives to the agents to consider the impact of their bid on their pairing.

When indivisible bids for multiple units are permitted, equilibrium prices might not exist. Most, if not all, internet auction sites that permit indivisible bidding sidestep this problem by adopting a buyer’s-bid pricing policy.

The multicommodity case has even more degrees of freedom and trade-offs that can be made among desirable properties. For a more detailed discussion of combinatorial auctions and the manner in which they fit into the parameterization framework, see Wurman, Wellman, and Walsh (2001).

Tie-breaking rules are the final component of the matching function that must be specified. Common rules for breaking ties include random choice, in favor of the earliest bid, or in favor of the bid with the highest quantity.

Before leaving the subject of transactions, we should note that there are several methods by which an auctioneer can generate income for itself. An auction can charge one or more of the following: an entrance fee, a fee for a bid, or a percentage of the transaction price either at a fixed rate or at a rate that is a function of the transaction quantity. These fees can be levied against the buyer or the seller.

**Information Rules**

Many auctions reveal intermediate information to the bidders (auctions that do not reveal any information are designated sealed bid). This information can come in several forms:

- **Order book**: An order book is the paper-based
method traditionally used on the floor of the New York Stock Exchange to keep track of bids. We use the term more generally to refer to a list of the current bids. Many online auction sites have a policy of revealing all the bids. Alternatively, the auction can reveal the bid values, the quantities, or the bidders’ identities.

**Transaction history:** An auction can publicize information about past transactions, including the prices, quantities, or identities of the traders.

**Price quotes:** A price quote serves two purposes. First, it informs bidders of the range of bids that would have been in the exchange set at the time of the quote. Second, it guides bidders to make new bids that will become part of the exchange set.

The rest of this section is dedicated to discussing some of the features of price quotes. We refer to the policy that an auction uses to compute price information as the *quote function*. Often the quote function is simply an impotent version of the matching function. To generate a quote, the auction simply runs the matching function and announces the computed prices but does not announce the transactions.

For example, when bids are divisible and when resources are discrete, the procedure described earlier to compute equilibrium prices for the transactions can also be used to compute quotes. The prices $p_{s_{t}}$ and $p_{s_{t+1}}$ are referred to as the *ask quote* and *bid quote*, respectively.

Notice that in the example, the information provided by the bid-ask quote satisfies both of the properties of price quotes. First, all buyers who have bid greater than or equal to the ask quote ($a_{6}$ and $a_{4}$) are currently winning, and all sellers who have bid less than or equal to the bid quote ($a_{1}$ and $a_{2}$) are currently winning. Note that this is not necessarily so; the result is ambiguous when the bid quote, ask quote, and the agent’s bid are all equal.

The quote also correctly informs a new bidder of the range they must bid to become a member of the exchange set. In this case, a new or nonwinning buyer would have to offer at least 4 to displace buyer $a_{4}$, and a nonwinning seller would have to offer less than 3 to match with buyer $a_{3}$.

We say a quote is *separating* if all agents can correctly determine their tentative allocation. The quote is noisy otherwise. Naturally, the possibility of noisy quotes complicates the application of the beat-the-quote rule. To avoid the potential ambiguity, we require that to satisfy the beat-the-quote rule, a bid must increase the bidder’s activity level as entailed by the price quote (in contrast to the bidder’s actual activity level). Intuitively, this definition makes sense because we can expect a bidder to improve his/her activity level with respect only to the information provided.

An auction has *anonymous quotes* if it reports the same quote to each agent. The alternative is to customize quotes for each agent. When anonymous quotes are ambiguous, we can complement the message with the agent’s exact ten-
tative allocation without resorting to discriminatory pricing.

When multiunit, indivisible bids are allowed, separating prices might not exist. In such cases, we need to resort to nonlinear pricing (let the price for each unit vary with quantity).

The issues become more complex in the multicommodity case. In Wurman and Wellman (2000), we showed that a lattice of separating bundle prices always exists in one-sided combinatorial auctions. Our A1BA mechanism is based on this method of constructing prices. IBUNDLE is a combinatorial auction that permits discriminatory bundle pricing (Parkes 1999). RSB (Rassenti, Smith, and Bulfin 1982) and RAD (DeMartini et al. 1998) use approximation techniques to generate (noisy) quotes. AUSM (Banks, Ledyard, and Porter 1989) avoids generating price quotes by revealing the order book.

Sequencing Auction Tasks
The enforcement of bidding rules occurs when the auction receives a bid. However, the generation of price information and the computation of exchanges can be triggered in a variety of ways. The result is that an auction can interleave these three activities in complex ways governed by the associated rules and the sequence of bids received. Figure 2 illustrates the possible transitions between activities. A specific auction will be represented by a subset of this graph, depending on the particular rules.

Clear events can be initiated by the admission of a new bid, tied to a fixed schedule, or triggered randomly or by a lack of bidding activity. Similarly, the generation of price quotes can immediately follow a clear event or the admission of a new bid or can occur on a fixed schedule, at random times, or after a period of inactivity.

In addition, some auctions are organized into rounds. The parameters described herein precisely specify the rules of each round, and activity rules link the rounds together by tying permissible actions in one round to outcomes or actions in previous rounds.

Finally, the auction design must specify the logical conditions that close the auction. Auctions can close at a fixed time, after a period of inactivity, at the time of a transaction, or at a random time.

Although the choices controlling timing seem relatively minor compared to issues such as which matching function to use, they can have a tremendous impact on the auction. For example, the versions of the English auction used by eBay and Amazon are essentially the same except that eBay closes at fixed times, and Amazon closes when a period of inactivity expires. The difference in this single rule greatly impacts the bidding strategies used by the bidders (Roth and Ockenfels 2000). In eBay auctions, sniping—bidding high at the last moment—is such a common strategy that software programs have been built to facilitate it. In contrast, sniping is of little value in Amazon’s auctions.

Concluding Remarks
To a great extent, the rules described herein are orthogonal and can be combined in many permutations. The parameters shed light on the commonality among auction types and provide descriptive structure to the space of designs. This structure provides the basis for a language to communicate auction rules to software agents. We have created such a language in XML and have made it available on a web page.1

By charting the design space, we also illuminate some of the darker corners and expose new auction types for inspection. For example, defining price quotes in terms of information content enables us to apply the same policy that is used in the CDA (continuous double auction) to a much broader range of uniform price auctions. Similarly, by reflecting on the purpose of the beat-the-quote rule in the English auction, we are able to generate multicommodity versions of the rules.

The structure also focuses attention on the key elements of the auctions: the matching and quote functions. By separating out the ancillary parameters, we can focus on defining new matching functions for the most general cases (two sided, unrestricted bids, and so on). Special cases are implemented by appropriately setting the supporting parameters. This modularity pays dividends in the auction implementation and is easier to extend over time.
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