
Recommender Systems: A Market-Based Design ∗

Yan Zheng Wei
†

, Luc Moreau and Nicholas R. Jennings
Department of Electronics and Computer Science

University of Southampton
Southampton SO17 1BJ, UK

{ yzw01r, L.Moreau, nrj }@ecs.soton.ac.uk

ABSTRACT
Recommender systems have been widely advocated as a
way of coping with the problem of information overload for
knowledge workers. Given this, multiple recommendation
methods have been developed. However, it has been shown
that no one technique is best for all users in all situations.
Thus we believe that effective recommender systems should
incorporate a wide variety of such techniques and that some
form of overarching framework should be put in place to co-
ordinate the various recommendations so that only the best
of them (from whatever source) are presented to the user. To
this end, we show that a marketplace, in which the various
recommendation methods compete to offer their recommen-
dations to the user, can be used in this role. Specifically, this
paper presents the principled design of such a marketplace;
detailing the auction protocol and reward mechanism and
analyzing the rational bidding strategies of the individual
recommendation agents.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent
systems; H.3.3 [Information Search and Retrieval]: In-
formation filtering

General Terms
Algorithms, Design, Economics

Keywords
Recommender System, Mechanism Design, Auctions

1. INTRODUCTION
The receipt of undesirable or non-relevant information that
results in an economic loss for the recipient [11], generally
referred to as information overload, is a major problem for
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many individuals. For this reason, significant research en-
deavor is being invested in building support tools that ensure
the right information is delivered to the right people at the
right time. While search engines and information filtering
tools can assist in this endeavor, they are typically not per-
sonalized to individual users or their prevailing context and
they tend not to deliver an appropriate amount of informa-
tion [18]. To overcome these limitations, recommender sys-
tems have been advocated. Such systems help make choices
among recommendations from all kinds of sources without
having sufficient personal experience of all these alterna-
tives [13]. In a typical recommender system, recommenda-
tions are provided as inputs and the system then aggregates
and directs them to appropriate recipients. Thus a recom-
mender system’s main value lies in information aggregation
and its ability to match the recommenders with those seek-
ing recommendations.

Recommender systems have been applied in many appli-
cation domains (including music albums [15], video [9] and
Web navigation [7]) and many different techniques have been
used to make the recommendations. For example, some are
based on the correlation between the item contents (such as
term frequency inverse document frequency [12] and weight-
ing [7]), while others are based on the correlation between
users’ interests (such as votes [8] and trails [5]). However,
there is no universally best method for all users in all situ-
ations [3] and we believe this situation is likely to continue
as ever more methods are developed. Moreover, the rank-
ing of relevance produced by the different methods can vary
dramatically from one another. Given this situation, we
believe the best way forward in this area is to allow the
multiple recommendation methods to co-exist and to pro-
vide an overarching system that coordinates their outputs
such that only the best recommendations (from whatever
source or method) are presented to the user. To this end,
in [12] we developed a system that provides recommenda-
tions about “where shall I read next?” as the user browses
web pages (see Figure 1). We showed that a market-based
approach is an efficient means of achieving such coordination
because the problem of selecting appropriate recommenda-
tions to place in the limited sidebar space can be viewed as
one of scarce resource allocation and markets are an effec-
tive solution for this class of problems [4]. In our system,
the various recommendation techniques (represented as eco-
nomic agents) compete with one another to advertise their
recommendations to the user. Those agents that make rec-
ommendations that are selected by the user as being good
are rewarded and those agents that make poor recommen-
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Figure 1: Browser with Recommendations

dations make losses (since they have to pay to advertise
their recommendations). Thus, over the longer-term, those
agents that make good recommendations become richer and
so are able to get their recommendations advertised more
frequently than the methods whose recommendations are
infrequently chosen by the user.

While the marketplace we developed for [12] worked effi-
ciently much of the time, in certain cases it exhibited unde-
sirable behaviour (for example, agents that were rewarded
initially had sufficient funds to continuously outbid the other
recommenders even when they had poorer recommendations
and the agents were not economically efficient because of the
way the marketplace limited the rewards). Thus, we need
to develop a more principled approach to mechanism de-
sign to ensure the ensuing marketplace does not have such
undesirable pathologies.

Against this background, this paper advances the state of
the art in the following ways. Firstly, we outline a method
for coordinating the behaviour of multiple recommendation
methods with diverse measures of similarity (no other rec-
ommendation system has attempted to incorporate multi-
ple approaches). Secondly, we design a marketplace that
is Pareto-optimal, maximizes social welfare, stable and fair
to all the recommending agents for an important real world
problem. Thirdly, our market design relates an agent’s ra-
tional reasoning to the user’s perceived quality of recom-
mendations.

The remainder of this paper is structured in the follow-
ing manner. Section 2 details the market mechanism design
with respect to the auction protocol, the reward mechanism,
the bidding strategy and an analysis of the market equilib-
rium. Section 3 evaluates this design in terms of its economic
efficiency criteria. Section 4 outlines related work in terms
of reducing information overload and market-based systems.
Section 5 concludes and points to future work.

2. DESIGNING THE MARKETPLACE
Our marketplace operates according to the following meta-
phor. A user agent acting on behalf of the user is selling
sidebar space where recommendations may be displayed.
The number of such slots is fixed and limited. Information
providers (the component recommending agents)1 want to

1We assume that each recommending agent is self-interested
and is unaware of other agents’ valuations of its recommen-

get their recommendations advertised in the user’s browser
and so compete in the marketplace to maximize their indi-
vidual gain by purchasing this advertising space when they
have what they believe are good recommendations. Their
bids indicate how much they are willing to pay for such slots.
The recommender system acts as the auctioneer and selects
the most valuable items (highest bids) which it then dis-
plays as its recommendations (those agents that provided
these shortlisted items are then charged according to their
bids). The user then chooses some of these recommenda-
tions (or not) according to their interests. The agents that
provided the user-selected recommendations receive some
reward (since these recommendations are deemed useful),
while those not chosen receive no reward.

Ideally, we would like to use one of the standard auction
protocols for our marketplace. However, this is not possi-
ble because of the peculiarities of our scenario. Specifically,
standard auctions could probably deal with the shortlist-
ing phase, but they do not consider the subsequent reward
phase. This means a bespoke mechanism is needed.

To evaluate our mechanism we will use some standard
economic metrics [14]:

Pareto Efficiency: This is important from the point of view
of the individual agents since it enables us to compare
alternative mechanisms. A solution x is Pareto effi-
cient if there is no other solution x′ such that at least
one agent is better off in x′ than in x and no agent is
worse off in x′ than in x.

Social Welfare Maximization: In our context, social wel-
fare is a combination of all the agents’ utilities. This
measure provides a way of ranking different distribu-
tions of utility among agents and of indicating what is
best for the group as a whole.

Individual Rationality: Participation in an auction is indi-
vidually rational to an agent if its payoff in the auction
is no less than what it would get by not participating.
A mechanism is individually rational if participation
is individually rational for all agents. Individually ra-
tional protocols are essential because without them,
there is no incentive for agents to participate.

Stability: A protocol is stable if it provides all agents with
an incentive to behave in a particular way over time.
Protocols should be designed to be stable because if
a self-interested agent is better off behaving in some
other manner than desired, it will do so. Stability is
important because without it the system behaviour is
unpredictable.

Fairness: In our context, a market is fair if it gives all rec-
ommendations equal opportunity of being shortlisted
(irrespect of the agent or method that makes the rec-
ommendation). This is important because we want
the system to shortlist the best recommendations in
an unbiased manner.

With these metrics in place, the rest of the section details
the auction protocol we designed, the reward mechanism
we established and the bidding strategies of the individual
agents. Section 3 then evaluates these components against
the above criteria.

dations. This private-value hypothesis is justified because
all recommending agents operate using different kinds of in-
formation sources and they are unaware of the existence of
each other.
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2.1 The Auction Protocol
To ensure recommendations are provided in a timely and
computationally efficient manner, we choose a generalized
first-price sealed-bid auction in which all agents whose rec-
ommendations are shortlisted pay an amount equal to their
valuation of the advertisement (meaning we have price dif-
ferentiation). We choose a sealed bid auction (in which
agents will typically make a single bid) to minimize the time
for running the auction and the amount of communication
generated. We choose a first price auction with price dif-
ferentiation because the relative ordering of the recommen-
dations effects the likelihood of them being selected by the
user.

In more detail, the market operates in the following man-
ner. Each time the user browses a new page the auction is
activated. In each such activation, the auctioneer agent calls
for a number of bids, say M (M > 0) equal to the number
of recommendations it is seeking. After a fixed time, the
auctioneer agent ranks all the bids it received by their bid-
ding price, and directs the M bids with the highest prices to
the user’s browser. Those bidding agents whose recommen-
dations are shortlisted pay the auctioneer agent according
to how much they bid. Those bidding agents whose recom-
mendations are not shortlisted do not pay anything. The
user may then take up a number of these shortlisted recom-
mendations in which case the agent that supplied them is
rewarded.

More formally, the variables representing the different en-
tities and values in each auction round are:

S: the number of recommending agents (S � 1 2);
Ab1, Ab2, ..., AbS : S bidding agents;
AB : complete set of bidding agents, i.e., Ab1, Ab2, ..., AbS ;
Aa: auctioneer agent;
Au: user agent;
Tb: duration of the auction;
M : number of recommendations that Au requests from Aa;
bij = 〈Abi, recj , pricej〉: bid provided by Abi, containing the jth

recommendation with bidding price pricej (i ∈ [1..S], j ∈ [1..M ]);
BALL: all bids submitted to Aa;
BM : shortlisted bids recommended to Au;
BR: bids selected by the user (will be rewarded by Aa);
SU : recommendations displayed in user’s sidebar (BM ignoring
the prices);
SUR: recommendations selected by user (BR ignoring the prices);
N : number of user-selected recommendations;
bl, bh: two bids for temporary use (l, h ∈ [1..M ]);
Rh: reward to hth user-selected recommendation.

The protocol for each auction round is formally defined in
Figure 2. It should be noted that: (i) function GenerateBid
(Abi, recj , pricej) relates to the bidding strategy and will be
discussed in section 2.3; (ii) function UserSelectsRecs(SU)
concerns the user’s behaviour of making choices among the
shortlisted recommendations; and (iii) function Compute-
Reward(bh) concerns the reward mechanism and will be dis-
cussed in section 2.2.

2.2 The Reward Mechanism
With the auction protocol in place, we now turn to the
reward mechanism. According to our protocol, the user
may select multiple recommendations from the shortlist.

2We assume the number of recommenders is sufficiently
large with respect to the number of sidebar slots such that
there is sufficient competition to make the marketplace op-
erate efficiently.

i ∈ [1..S] j, l, h ∈ [1..M ]

BALL = φ;

BM = φ;

BR = φ;
CallForBids(AB ,M, Tb);
repeat during the duration of auction Tb // receiving bids
{

bij = GenerateBid(Abi, recj , pricej);

BALL = BALL ∪ {bij};
}
for l = 1 to M do // shortlisting
{

bl = FindBidWithLthTopPrice(BALL, l);

BM = BM ∪ {bl};
}
SU = { 〈Abi, recj〉 | 〈Abi, recj , pricej〉 ∈ BM};
SUR = UserSelectsRecs(SU); // SUR ⊆ SU
BR = { 〈Abi, recj , pricej〉 |

〈Abi, recj〉 ∈ SUR and 〈Abi, recj , pricej〉 ∈ BM};
N = |BR|;
for h = 1 to N do // rewarding
{

bh = FindHthBid(BR, h);
Rh = ComputeReward(bh);

}

Figure 2: The Auction Protocol

For each such user-selected recommendation, the suggesting
agent is given a reward3. In defining the ComputeReward
function, our aim is to ensure that it is both Pareto efficient
and social welfare maximizing. To this end, this subsection
addresses the following issues: (i) How is one reward mech-
anism judged to be better than another? (ii) Does there
exist a reward mechanism that is the best amongst all pos-
sible mechanisms? First, however, a complete set of reward
mechanisms is introduced.

2.2.1 The Complete Set of Reward Mechanisms
Let us assume we have N (defined in section 2.1) user-
selected recommendations to be rewarded and the auction-
eer has an amount of payoff, RT , to be distributed to the
relevant agents. The problem is then how to best split RT

into parts and distribute them to each of the rewarded rec-
ommending agents such that we cannot find any other more
optimal allocation solutions.

To this end, we define the complete set of reward mecha-
nisms as follows: Suppose the hth (h ∈ [1..N ]) user-selected
recommendation receives an amount of payoff Rh. Then, all
possible reward mechanisms are such that the sum of each
payoff is less than or equal to RT . That is,

∑N
h=1 Rh ≤ R

T .

Therefore, we have a complete set of reward mechanisms, <̂,
such that:

<̂ = { (R1, R2, · · · , RN ) |
∑N
h=1 Rh ≤ R

T }
Now each element of <̂ is a possible allocation of RT and <̂
can be split into two complementary subsets: <̂1 that does
not completely allocate all of RT (called a With Surplus

Mechanism (WSM)) and <̂2 that does allocate all of RT

(called a No Surplus Mechanism (NSM)):

<̂1 = { (R1, R2, · · · , RN ) |
∑N
h=1 Rh < RT } (WSM)

<̂2 = { (R1, R2, · · · , RN ) |
∑N
h=1 Rh = RT } (NSM)

From these two subsets, we want to identify those that are
both Pareto efficient and social welfare maximizing.

3A given agent may have multiple recommendations selected
in a given auction in which case it receives multiple rewards.
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Figure 3: Pareto Optimization

2.2.2 Pareto Optimal Reward Mechanisms
If there is only one recommendation to be rewarded, it is
trivially true that awarding all of RT to this recommenda-
tion is the Pareto optimal solution. However, when there is
more than one recommendation to be rewarded, the alloca-
tion is more complicated. To simplify the presentation, we
discuss the case where two recommendations are rewarded
(i.e., N = 2). This is chosen since it can easily be depicted
and it gives us a direct impression of allocation. The gen-
eral case with multiple recommendations rewarded (N ≥ 2)
can be analyzed in the same way. To this end, Figure 3 de-
picts the case where there are two recommendations to be
rewarded (R1 and R2). The axes represent the payoff allo-
cated to each recommendation. We define the budget payoff
curve as the line joining (0, RT ) and (RT , 0) and it repre-
sents the payoffs whose sum is RT . The triangle formed
by the budget payoff curve and the axises, including the
edges, contains all possible allocations of RT . The outcome
of each possible reward mechanism corresponds to a point
within this area4. Those points on the budget payoff curve
represent the elements of NSM since each of these points al-
locates the total amount of RT . For example, for point M2,
R1 = r12, R2 = r22 and R1 + R2 = r12 + r22 = RT . Gen-
erally speaking, therefore, any mechanism in the set NSM
maximizes the total payoff and it is impossible to distinguish
between any of these points. A mechanism that produces a
reward in the triangle, but not on the budget payoff curve,
is by definition in the WSM set. For example, for point M1,
R1 = r12, R2 = r21 and R1 +R2 = r12 + r21 < RT .

In terms of Pareto efficiency, for any point representing
a WSM outcome, at least one Pareto optimal point can be
found representing a related NSM. For example, in Figure 3,
point M1 (in WSM) can straightforwardly be transformed
into M2 (in NSM) by giving R2 the extra amount of reward
(r22− r21). However, those points on the budget curve can-
not be improved upon since giving extra reward to either
recommendation necessarily results in a loss to the other.
Therefore, all NSM outcomes are Pareto efficient.

2.2.3 Social Welfare Maximizing Reward Mechanisms
Pareto efficiency has nothing to say about the distribution
of welfare across agents. Thus, given two mechanisms that
produce outcomes that are both Pareto efficient, it is not
possible to say which is better. Thus, we need a further
means of differentiation. To this end, we seek to define a

4One point in this area may represent multiple reward mech-
anisms since different mechanisms may result in the same
outcome. In this case, our concern is how much the reward
to one recommendation is related to the reward of another.
Hence, we are concerned only with the outcome and ignore
what specific reward mechanism the outcome comes from.

social welfare function that is able to assign a ranking to all
Pareto efficient mechanisms. This ranking specifies the “so-
cial preference” [17]p590 of a distribution of overall welfare
to different rewarded recommendations and should ensure
that recommendations are rewarded according to how good
they are. However, in our system, there are two different
views on the quality of a recommendation. Firstly, each
recommending agent has an internal quality measure of its
recommendation that is generated from the specific method
it uses. This value is used to compute the agents’ bid price
— the higher the quality, the higher its bid price. Secondly,
a user of the recommender system also has a view of the
quality of the recommendations (here termed user perceived
quality) that indicates which of them will be taken up and
which will be ignored. This user perceived quality can be
defined as Qh ∈ [1..100] (h ∈ [1..N ]). Given this, our aim
is to provide a marketplace that shortlists the most valuable
recommendations in decreasing order of user perceived qual-
ity. To do this, we can segment our set of potential reward
mechanisms that are Pareto efficient (i.e. <̂2) into two com-
plementary subsets: those that allocate reward in a manner
proportional to the user perceived quality and those that do
not:

Proportional Reward Mechanism (PRM)

<̂P = { (R1, R2, · · · , RN ) |
Rh = Qh∑N

i=1 Qi
×RT , where h ∈ [1..N ]}

Non-Proportional Reward Mechanism (NPM) 5

<̂N = <̂2 − <̂P
Given these two sets, we can now define our social welfare

function in terms of utility. As noted above, we want the
system to prefer a reward mechanism that distributes the
welfare to the user-selected recommendations according to
how well they satisfy the user. Therefore, a Cobb-Douglas
utility function [17] is introduced. This function shows pref-
erences of the inputs in a manner proportional to the value
of their powers:

U(R1, R2, · · · , RN ) = R1
Q1 ·R2

Q2 · · · · ·RNQN (1)

In this function, the powers, Q1, Q2, · · · , QN , describe
how important each rewarded agent’s utility is to the overall
social welfare. Specifically, a reward mechanism, Mi = (R1,i,
R2,i, · · · , RN,i) is better than (or more socially-preferred to)
Mj = (R1,j , R2,j , · · · , RN,j), if U(Mi) > U(Mj) and i 6= j.

Our objective now is to find if there exists a best mech-
anism within <̂2. Thus, we need to determine if there is
a mechanism that has the maximum utility value, given a
total amount of reward RT . That is:

Proposition:

Does there exist an M ′ ∈ <̂2, such that ∀M ∈ <̂2 , if M 6=
M ′, U(M ′) > U(M) ?

Conditions:

N is a natural number (2)
Qi > 0 and is constant (i ∈ [1..N ]) (3)

RT > 0 and is constant (4)
R1 +R2 + · · ·+RN = RT (5)
Ri > 0 6 (i ∈ [1..N ]) (6)

5Note that <̂P contains only one element (given an RT and
a set of Qi, whose values are fixed, there is only one solution

for <̂P ). While <̂N contains multiple elements.
6We do not consider the case of Ri = 0, i ∈ [1..N ], since
this case must result in U = 0 and any mechanism with a
positive utility is better than this solution.
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Proof:
Because of the limited space, we just outline the key steps.
In case of N = 1, R1 = RT ensures the maximal value of U
and this is the solution that we want. We now turn to the
case of N > 1. Based on the given conditions, a monotonic
transformation, V = lnU , simplifies the problem.

V (R1, R2, · · · , RN ) =

N∑
i=1

Qi lnRi (7)

Hence, finding the maximum value of U is equivalent to
finding that of V . Function (7) has one constraint (condition
(5)) on the N input variables. Thus, only N − 1 variables
remain independent. Let us consider that R1 is dependent
of the other N − 1 variables

R1 = RT − (R2 +R3 + · · ·+RN ) (8)

Substituting equation (8) for R1 in function (7), we get:

V = Q1 ln[RT −(R2 + · · ·+RN )]+Q2 lnR2 + · · ·+QN lnRN
(9)

Therefore, in (9), R2 · · ·RN are independent of each other.
The necessary condition for V reaching extrema is:

∂V
∂R2

= −Q1
RT−(R2+R3+···+RN )

+ Q2
R2

= 0
∂V
∂R3

= −Q1
RT−(R2+R3+···+RN )

+ Q3
R3

= 0

...
∂V
∂RN

= −Q1
RT−(R2+R3+···+RN )

+ QN
RN

= 0

(10)

Now (10) has N − 1 equations and N − 1 variables and is

nonsimplified. Its unique solution is Rj = RT
Qj∑N
i=1 Qi

, (j ∈
[2 · ·N ]). Substituting this for R2 to RN in equation (8), we
get:

Rh = RT
Qh∑N
i=1 Qi

, where h ∈ [1 · ·N ]. (11)

We record this extremum, (11), as MPRM and note that it
represents the PRM by its definition.

We now need to verify whether point MPRM is a maxi-
mum or a minimum. From (11), we know that Q1

R1
= Q2

R2
=

· · · = QN
RN

. We assume K = Q1
R1

. From condition (3) and (6),

we know K > 0. The second derivative of V is:

d2V = −(
Q1

R2
1

dR2
1 +

Q2

R2
2

dR2
2 + · · ·+ QN

R2
N

dR2
N ). (12)

At pointMPRM , there is a constraint on dR1, dR2, · · · , dRN .
This is, by differentiating condition (5) on both sides, dR1 +
dR2 + · · ·+ dRN = 0. So, dR1 = −(dR2 + · · ·+ dRN ). The
second derivative of V at point MPRM is,

d2VMPRM = −K2[
(dR2 + · · ·+ dRN )2

Q1
+
dR2

2

Q2
+ · · ·+ dR2

N

QN
].

(13)
Since Qi > 0 (i ∈ [1..N ]), d2VPRM < 0. Therefore, V and U
get maximum value at solution (11). Hence, MPRM is the

unique maximum point and <̂P , represented by MPRM , is
the best mechanism in <̂2. ■

We now illustrate this outcome with an example with
two recommendations being rewarded (Figure 4). Here,
the axes represent the payoffs allocated to the two recom-
mendations. MPRM and MNPM represent the PRM and
an element of the NPM set. The utility curves defined by
U(R1, R2) = R1

Q1 ·R2
Q2 (as per function (1)) are depicted

in Figure 4 and they give us a direct impression of the com-
parison of the different mechanisms. In Figure 4, the mech-
anisms represented by points on the same utility indiffer-
ence curve are as good as each other since they produce the
same utility. However, mechanisms represented by points

R1

1M

M

0

RT

RT R 2

r

r13

12

r21 r22

u

PRM

PM NPM

Budget Payoff Curve

Utility Indifference Curves

u1

Nu

Figure 4: Social Welfare Maximization

on the outer utility curves are better (or more preferred)
than those on the inner curves. This is because the outer
curves bear higher utility than the inner ones. Thus, in Fig-
ure 4, uP > uN > u1. So, the mechanism represented by
MPRM is better than the one represented by MNPM , which,
in turn, is better than M1. This discussion tells us that, by
providing utility function (1) for the reward mechanism, the

unique element of <̂P represents the best possible mecha-
nism. Therefore, this is the one we should use.

2.2.4 Designing the Reward Mechanism
Having identified <̂P as the best reward mechanism for our
protocol, we now need to define the total payoff RT . In fact,
the absolute value of RT is not important. What the anal-
ysis in section 2.2.3 essentially tells us is how a reward to
one recommendation should be related to that of another.
In addition, it is difficult to determine the actual value of
RT without delving into the specifics of a particular market-
place. To this end, we adjust the reward mechanism of (11)
to an equivalent one that does not rely on RT and is, there-
fore, easier to compute. In our revised mechanism, all user-
selected recommendations are ordered in decreasing rank of
user perceived quality (such that Q1 > Q2 > · · · > QN )

and each reward is based on the (M + 1)th price PM+1 (the
highest not shortlisted bid) instead of RT :

Rh = δ ·Qh · PM+1 (14)

where h ∈ [1..N ], δ is the reward coefficient and δ > 0.
This new mechanism also ensures recommendations are re-
warded proportionally to their user perceived quality and
is therefore also ideal from the perspective of maximizing
social welfare7. We base the reward on PM+1 (whose value
is not known by the bidding agents) so that the market
cannot be manipulable by the participants [17]p289. If the
reward is based on the prices from the rewarded recommen-
dations, the rewarded agents might be able to affect the
market through their prices since they are aware of the his-
tory of both rewards and bid prices. Our approach also
reduces the possibility of bidding collusions because the re-
ward is based on something that the rewarded agents are
unaware of and cannot control.

However, reward mechanism (14), as it currently stands,
does not satisfy the system objective of shortlisting the most
valuable recommendations in decreasing order of user per-
ceived quality. This is because all individually rational agents
will bid the same price (marginally higher than PM+1) to

7As each Rh (h ∈ [1..N ]) is known, the value of the to-

tal payoff
∑N
h=1 Rh is also known. Among all possible al-

locations for this total payoff, mechanism (14) ensures the
maximal social welfare according to section 2.2.3.
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maximize their revenue. This is because a bidder’s revenue
is the reward obtained minus the bidding price that has been
paid and, hence, a rational bidder should bid as low as possi-
ble to be shortlisted. When all shortlisted recommendations
have the same bidding price, the system cannot differentiate
and rank them by price. Therefore, we need a mechanism
that can relate and regulate the bidding price according to
user perceived quality (i.e. higher quality means a higher
price).

To achieve this, we involve two other variables: Ph (h ∈
[1..N ]) and P ∗m (m ∈ [1..M ]). Ph is the bidding price of the
hth rewarded recommendation (user-selected recommenda-
tion with the hth highest user perceived quality). P ∗m is the
historical average bidding price of the mth shortlisted rec-
ommendation during the system’s lifetime (note the bidding
agents do not actually know this value). By this definition,
P ∗m indicates the price that the majority of bidders are will-
ing to pay for the mth advertisement displayed in the user’s
browser sidebar.

With this additional information, we can now fine-tune
the reward mechanism towards the system objective. In-
stead of (14), we adjust the reward to the hth rewarded
recommendation to:

Rh = δ ·Qh · PM+1 − α · |P ∗h − Ph| (15)

where α is another system coefficient and α > 1. The specific
values of δ and α are not yet defined and their values will
depend upon the specifics of the application.

The reward mechanism in (15), compared with (14), gives
recommending agents the incentive to adjust their bids to
different levels according to their belief about the corre-
sponding user perceived quality. With (15), the market can
differentiate shortlisted recommendations by price so that
the marketplace can shortlist good recommendations in de-
creasing order of user perceived quality. Moreover, under
certain conditions, mechanism (15) will tend to be the same
as mechanism (14) (to be discussed in section 2.4).

2.3 Recommender Bidding Strategies
Rational bidders seek to maximize their revenue and they
do this by bidding sensibly for recommendations that they
believe are valuable to the user. The outcome of such bids is
that the corresponding recommendation is: not shortlisted,
shortlisted but not rewarded, or rewarded. Depending on
what happened to its previous bid for the given recommen-
dation, a rational bidder should base the bidding price of
its next bid (Pnext) for that recommendation on (i) the in-
ternal quality, (ii) the last bid price (P last) and (iii) the
previous rewards to this recommendation. Assuming the in-
ternal quality for the specific recommendation is unchanged,
we need only consider the bidding strategies with respect to
price and reward.

2.3.1 Bid Not Shortlisted
This leaves the agent’s revenue unchanged since it neither
has to pay for its advertising, nor does it receive a reward.
The only way to increase revenue is to get the recommenda-
tion shortlisted (since this might bring a reward). Therefore,
the agent will increase its bidding price for the same recom-
mendation:

Pnext = Y · P last (Y > 1)

This is the dominant strategy in this case since being short-
listed is the only way of increasing revenue.

2.3.2 Bid Shortlisted But Not Rewarded
These agents lose revenue since they pay for the advertising
but receive no reward. This means the agent overrated its
internal quality with respect to the user perceived quality
and so the agent should decrease its price in subsequent
rounds so as to lose less:

Pnext = Z · P last (0 < Z < 1)

This is the dominant strategy in this case since keeping the
same price or even raising it will result in further losses.

2.3.3 Bid Rewarded
These agents have a good correlation between their internal
quality for a recommendation and that of the user perceived
quality. Therefore, these agents have a chance of increasing
their revenue. The profit made by the hth rewarded recom-
mendation is:

ξh = δ ·Qh · PM+1 − α · |P ∗h − Ph| − Ph
However, since the agent is unaware of P ∗h , it does not know
whether ξh has been maximized. Hence, what it could do
is to minimize (α · |P ∗h − Ph| + Ph) so as to maximize ξh.
Furthermore, the agent does not know whether Ph is higher
or lower than P ∗h . In either case, however, the agent will
definitely make a loss if Ph is not close to P ∗h (proof below).

Assume the set of recommending agents remains unchanged
between successive auctions (we discuss what happens when
this situation does not hold in section 2.4). The user per-
ceived quality for the hth rewarded recommendation will
remain in the hth place in subsequent auctions. Given this,
P ∗h is related to Qh, such that the agent with the hth re-
warded recommendation is able to estimate the value of P ∗h .
Now consider the design of the strategy for the hth rewarded
recommendation. We find that the hth rewarded agent can
always be aware of whether its price is closer to or farther
from the hth historical average market price, P ∗h , by adjust-
ing its bidding prices. In this way, the agent can minimize
its loss. The proof is given below.

Assumptions [static marketplace]:
(i) The hth rewarded recommendation remains the hth high-
est user perceived quality in subsequent bids. (ii) P ∗h re-
mains stable in subsequent bids. (iii) There are sufficient
bidders in the market with not-shortlisted increasing prices
and shortlisted but not rewarded decreasing prices to en-
sure PM+1 remains stable. (iv) ∆P > 0, which represents
an increment or a decrement of bidding prices.

Proposition:
If the hth rewarded recommendation’s current bidding price
is below the historical average market price (Ph < P ∗h ), in-
creasing the price by ∆P and still being below the average
price (Ph+∆P , with Ph+∆P < P ∗h ) results in an increase in
profit; decreasing the price by ∆P , (Ph−∆P ) results in a de-
crease in profit. If the hth rewarded recommendation’s cur-
rent bidding price is above the historical average (Ph > P ∗h ),
increasing the price by ∆P , (Ph + ∆P ) results in a decrease
in profit; decreasing the price by ∆P and still remaining
above the average price (Ph − ∆P , with Ph − ∆P > P ∗h )
results in an increase in profit.

Proof:
According to assumptions (i) and (ii), P ∗h is unchanged with
respect to the hth rewarded recommendation. So the corre-
sponding agent can estimate the value of P ∗h .

When Ph < P ∗h , its profit in the current bid is:

ξhl = δ ·Qh · PM+1 − α|P ∗h − Ph| − Ph
= δ ·Qh · PM+1 − αP ∗h + (α− 1)Ph
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current price adjustment |P ∗h − Ph| ∆ξ

Ph < P ∗h
+∆P ↘ > 0
−∆P ↗ < 0

Ph > P ∗h
+∆P ↗ < 0
−∆P ↘ > 0

Table 1: Price Adjustment and Results

Given that PM+1 is stable (assumption (iii)), if the agent
raises the price by ∆P in the next bid, its profit in the next
bid will be:

ξhli = δ ·Qh · PM+1 − α|P ∗h − (Ph + ∆P )| − (Ph + ∆P )

= δ ·Qh · PM+1 − αP ∗h + (α− 1)Ph + (α− 1)∆P

Since α > 1 and ∆P > 0, ξhli − ξhl = (α− 1)∆P > 0.
When Ph < P ∗h , if the agent decreases the price by ∆P in

the next bid, its profit will be:

ξhld = δ ·Qh · PM+1 − α|P ∗h − (Ph −∆P )| − (Ph −∆P )

= δ ·Qh · PM+1 − αP ∗h + (α− 1)Ph − (α− 1)∆P

Therefore, ξhld − ξhl = −(α− 1)∆P < 0.

The case when Ph > P ∗h can be proven in the same way.■

This proof tells us that a rational rewarded bidder will
adjust its price to the corresponding average market price
to maximize its profit. The proof also indicates that, what-
ever its current price is with respect to the historical av-
erage, when adjusting the bid price, if the adjustment re-
sults in making less profit, it indicates the action is wrong
and (Ph ± ∆P ) is farther from P ∗h ; if it results in making
more profit, it indicates the action is right and (Ph ±∆P )
is closer to P ∗h . This phenomenon is listed in Table 1 (∆ξ
represents the possible profit of the next bid compared to
that of the current bid). Table 1 also specifies the strategy
for the rewarded agents. This strategy (to bid closer to the
corresponding historical average market price) is the domi-
nant strategy for the rewarded agents since otherwise they
will definitely receive a loss of revenue. The actual value of
∆P will be defined in an application specific manner.

2.4 Market Equilibrium
According to the strategy for rewarded bidders, such bid-
ders must bid in a manner that aligns their internal view
of quality with that of the user. Thus, over time, each in-
dividual recommending agent improves its correspondence
between its bid price and the user’s preferences for recom-
mendations. Only by achieving this can an agent maximize
its profit. How quickly this convergence occurs depends on
the adjustment of price ∆P .

Under the assumption of a static marketplace (section 2.3),
the market reaches an equilibrium. The hth historical aver-
age market price reflects the market equilibrium price: thus,
at a certain price, the quantity of demand of the hth adver-
tisement slot equals the quantity of the supply (see Fig-
ure 5(a) 8). In the long run, however, these assumptions
will not hold and the equilibrium will tend to be broken.
However, this new market situation will gradually tend to-
wards another equilibrium and will reach it as long as the
changes in the recommending agents are not too frequent

8Strictly speaking, the demand curve should be discrete in
this case. And the quantity of supply is 1 since we differen-
tiate between each of the M slots and there is only one hth

slot. To simplify the discussion, however, we use a continu-
ous demand curve in this context.

hP*hP*

hP*’

D(price)’

D(price)

Quantity of the h   slotth Quantity of the h   slotth

S(price)S(price)

D(price)

00

Price Price

(b)(a)

Figure 5: Market Equilibrium and Its Change
(a) The supply curve S is vertical indicating that whatever the
deal is, the supply of the hth advertisement slot is constant. The
demand curve D has a slope indicating that more agents are will-
ing to pay a low price and few agents are willing to pay a high
price for the same slot. The cross indicates that at a certain price
level the quantity of demand equals that of supply. This cross
point represents the market equilibrium. (b) At each price level,
more recommendations become available and the demand curve
shifts to the right.

with respect to convergence times (see Figure 5(b)). If, for
example, there is more demand in the system, the demand
curve will shift right compared to (a). This means at each
price level, there are more bidders willing to pay for the
same advertisement slot (because, for example, more better
recommendations are being produced).

At equilibrium, since the bidding prices are aligned with
the user perceived quality, the system can produce a shortlist
of recommendations in decreasing order of user perceived
quality which is precisely the objective of the recommender
system.

3. EVALUATING THE MARKETPLACE
This section evaluates the market mechanism design with
respect to the desiderata of section 2.

• Pareto Efficiency: With the reward mechanism defined
in (15), the historical average market price, P ∗h , reflects how
the majority of bidders value a given advertisement slot and
this price becomes the expected equilibrium price. With
such a reward mechanism, each bidder iterates itself to the
corresponding expected equilibrium price. Therefore, the
market has a tendency to converge to the equilibrium. With
the market tending to equilibrium, the second term in re-
ward mechanism (15) tends to zero. Therefore, this mecha-
nism tends to be the same as mechanism (14), which is the
ideal Pareto efficient mechanism.

• Social Welfare Maximization: With the market tending
to equilibrium, reward mechanism (15) tends to be the same
as mechanism (14). Thus, this reward mechanism tends
to reward all user selected recommendations in a manner
that is proportional to their user perceived quality. There-
fore, (15) maximizes social welfare and is the most socially-
preferred.

• Individual Rationality and Stability: According to the
analysis in section 2.3, the market mechanism produces indi-
vidually rational dominant strategies for the cases in which
the bids are not shortlisted, shortlisted but not rewarded and
rewarded. With all agents taking their dominant strategy,
the market will dynamically reach the equilibrium and this
equilibrium is stable since the market always tends towards
it (section 2.4).
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• Fairness: With our reward mechanism, no greedy strate-
gies (bid as high as possible in order to be shortlisted irre-
spect of the agent’s internal quality evaluation) can survive
in this market. Although they can guarantee to be short-
listed, they cannot guarantee being selected if their recom-
mendation is of insufficient quality. Thus bidding higher
than its internal quality measure means the agent will make
a loss in revenue. Therefore, the prices of the rewarded
recommendations cannot continue to rise indefinitely with
respect to PM+1. In return, PM+1 remains relatively stable
so all bidders have equal opportunity of being shortlisted
(they simply have to bid higher than PM+1). Hence, the
system is fair to all recommending agents.

4. RELATED WORK
A number of information filtering tools (e.g. [18], [16], [1])
have been developed to cope with the problem of informa-
tion overload. However, these systems tend to filter based
on document content and in many cases in our Web brows-
ing domain issues such as quality, style and other machine
unparsable properties are the key to giving good recommen-
dations [15]. Thus, recommender systems have been ad-
vocated. Developed systems include GroupLens [10] (col-
laborative filtering of Usenet news to help people find ar-
ticles they will like in the huge stream of available arti-
cles), Ringo [15] (automates word-of-mouth recommenda-
tions by weighting user votes to recommend music albums
and artists), and Memior [5] (uses trails to support users in
finding colleagues with similar interests). While such rec-
ommender systems tackle the weaknesses of content-based
filtering techniques, each system employs a variety of tech-
niques that are more or less successful for particular users
in particular contexts. For this reason, in [12] we devel-
oped an extensible multiagent recommendation system for
Web documents that incorporates multiple recommendation
methods into a single system and for the reason discussed
in section 1 we used a market-based approach to coordinate
the different methods. However, as also noted in section 1,
this system had a number of limitations. Related to this, [2]
developed a system that used a competitive market-based
allocation of consumer attention space as a means of inves-
tigating the user’s behaviour in making choices when faced
with multiple items and [6] used a variety of marketplaces
to moderate a range of digital library services. However,
neither of these systems are specifically targetted at making
recommendations.

5. CONCLUSIONS AND FUTURE WORK
This paper has outlined an architecture for a recommender
system that incorporates multiple heterogeneous recommen-
dation methods. Each recommending agent competes in a
marketplace to have their recommendation displayed to the
user. Specifically, we designed the auction protocol and the
reward mechanism that should be deployed in our applica-
tion and analyzed the strategies that the individual bidding
agent should employ. Our design was shown to be Pareto
efficient, social welfare maximizing, stable and fair to all par-
ticipants. Using our marketplace, the recommender system
should be able to put forward the best recommendations
to the user. For the future, however, we need to incorpo-
rate this mechanism design into our existing recommenda-
tion system to determine whether the theoretical properties
of our mechanism hold in practice.
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